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\textbf{Abstract}

\textbf{Objective:} We present a parametric method for linkage analysis of quantitative phenotypes. The method provides a test for linkage as well as an estimate of different phenotype parameters. We have implemented our new method in the program GENEHUNTER-QMOD and evaluated its properties by performing simulations. 

\textbf{Methods:} The phenotype is modeled as a normally distributed variable, with a separate distribution for each genotype. Parameter estimates are obtained by maximizing the LOD score over the normal distribution parameters with a gradient-based optimization called PGRAD method.

\textbf{Results:} The PGRAD method has lower power to detect linkage than the variance components analysis (VCA) in case of a normal distribution and small pedigrees. However, it outperforms the VCA and Hase- man-Elston regression for extended pedigrees, nonrandomly ascertained data and non-normally distributed phenotypes. Here, the higher power even goes along with conservativeness, while the VCA has an inflated type I error.

Parameter estimation tends to underestimate residual variances but performs better for expectation values of the phenotype distributions. 

\textbf{Conclusion:} With GENEHUNTER-QMOD, a powerful new tool is provided to explicitly model quantitative phenotypes in the context of linkage analysis. It is freely available at http://www.helmholtz-muenchen.de/genepi/downloads.

\textbf{Introduction}

To a large degree, human diseases are influenced or caused by genetic variants. In order to understand the mechanism of the disease and to treat patients in a causative way, a first step is to locate the genetic variants in the human genome. An important tool for achieving this goal is linkage analysis.

Linkage analysis uses the fact that alleles at loci that are physically close together are often inherited together. When mapping disease genes, linkage analysis investigates if alleles at a marker locus with a known position are disproportionately often inherited together with the disease. In the era of genome-wide or exome-wide sequencing to screen for rare disease-causing variants, linkage analysis has the important task to
restrict the analysis to those genetic regions that most likely harbor the corresponding genes.

There are various types of statistical methods for linkage analysis. A commonly used test statistic is the logarithm-of-odds score (LOD score). Examples of software packages for linkage analysis are GENEHUNTER [1], MERLIN [2] or ALLEGRO [3] (for an overview, see e.g. [4]). Linkage analysis is possible for both dichotomous and quantitative phenotypes. In the latter, the genotype is expressed by a measured numeric variable (for a thorough introduction to quantitative phenotypes, see for instance [5] or [6]). A method dealing with quantitative traits is the variance components analysis (VCA), which has been implemented in several software packages, e.g. GENEHUNTER or SOLAR [7]. In addition to the LOD score, extra information regarding the variance components is given. Another linkage analysis method to map quantitative trait loci is the Haseman-Elston regression approach [8]. However, the Haseman-Elston regression only exploits relationships between sib pairs in the analysis and does not provide specific information about the genotype-phenotype relation. The MDE method [9], a more sophisticated method based on the Haseman-Elston regression, uses relative pairs of various types in the analysis. Like VCA and the parametric approach implemented in the LINKAGE package [10], it assumes equal residual phenotypic variances for all three disease locus genotypes.

In this paper, we present a parametric linkage analysis method for quantitative phenotypes called PGRAD optimization, which uses the complete pedigree information rather than merely looking at pairs of relatives. It models the phenotype as a normally distributed variable conditional on the genotype at the trait locus. By maximizing the LOD score over the genotype-specific means and variances, it can both locate the putative disease locus and provide specific information about the genotype-phenotype relation.

Parametric linkage analysis for quantitative traits has been previously implemented into the software packages LINKAGE [10] and PAP [11]. However, both programs use the Elston-Stewart algorithm [12], which restricts the analysis to a small number of markers. This impedes their application to gene mapping projects based on SNPs, which are less informative than microsatellite markers, such that a larger number of SNPs needs to be analyzed jointly.

We have implemented the PGRAD method in the GENEHUNTER software package, which is based on the Lander-Green algorithm [13] and therefore can simultaneously handle many markers. GENEHUNTER is a free program which was originally written by Kruglyak et al. [1]. Since then, it has been modified and enhanced several times (see for instance [14–18]). The new extension for PGRAD optimization is called GENEHUNTER-QMOD. Our method allows researchers to model genotype-specific residual variances, dominance effects, and genomic imprinting. By performing simulations, we compare the power of GENEHUNTER-QMOD to that of the VCA and Haseman-Elston regression for a variety of scenarios.

**Methods**

Overview

In this section, we briefly explain the principles of linkage analysis. Basically, parametric linkage analysis is performed by means of a statistical likelihood ratio test. We start by giving the definition of the LOD score, which is also the final output of the GENEHUNTER calculation.

\[
LOD = \max_{\theta \in [0, 1/2]} \log_{10} \left( \frac{P(\text{data}|\phi, \theta)}{P(\text{data}|\phi, \theta = 1/2)} \right)
\]  

(1)

With 'data', we denote the marker information and the disease phenotypes of the investigated persons for a given pedigree. \(\phi\) comprises the parameters of the genotype-phenotype relation, which usually includes three genotype-specific penetrances in the case of a dichotomous trait, and the disease allele frequency. \(\theta\) is the recombination fraction between the putative disease locus and the marker, which is related to the genetic distance. \(\theta = 0\) means that the locus is located directly at the marker, \(\theta = 1/2\) implies that there is no linkage between the disease locus and the marker. Since \(\theta\) is unknown, the LOD score is maximized over \(\theta \in [0, 1/2]\). The recombination fraction yielding the largest LOD score is the maximum likelihood estimate, which corresponds to the distance between the marker and the disease locus. In the multimarker situation, \(\theta\) is replaced by the genetic position \(x\) of the disease locus.

The actual calculation of the LOD score is a complex task. A thorough description can be found in Strauch [19, p. 41]. In the context of the GENEHUNTER software, its heart is the Lander-Green algorithm [13]. The advantage of this algorithm is that its computational cost rises linearly with the number of markers in the data set. Unfortunately, there is an exponential dependency on the number of meioses in the used pedigrees. Each meiosis determines one bit in the inheritance vector. Therefore, GENEHUNTER can be applied to data sets with many markers, but using pedigrees with an inheritance vector of more than 17–18 bits leads to unacceptably high computation time and memory demands on a standard PC (Quad-Core CPU, 3.0 GHz, 8 GB RAM).

Since the parameters of the disease model are often unknown, it is conceivable to estimate them. This can be achieved by further maximizing the LOD score function given in equation (1) over the disease model parameters \(\phi\). Such a maximization of the LOD score is called MOD score analysis, the maximized LOD score is also called MOD score.
\[ \text{MOD} = \max_{\phi} \max_{\theta \in [0,1/2]} \log \frac{P(\text{data}|\phi, \theta)}{P(\text{data}|\phi, \theta = 1/2)}. \] (2)

Besides providing a maximum likelihood estimate of the disease model parameters and the recombination fraction, the MOD score also serves as the likelihood ratio test statistic for the null hypothesis of no linkage. When seen from the perspective of parametric linkage analysis as in equation (2), the MOD score calculation is done by maximizing the likelihood ratio over the trait model parameters \( \phi \), rather than maximizing each of the two likelihoods separately. For this reason, it has sometimes been argued whether the MOD score is in fact a real linkage test statistic. However, it has been shown for the special case of affected sib pairs [20] as well as for general pedigrees [21] that the likelihood ratio used in a parametric LOD or MOD score analysis is exactly the same as the nonparametric likelihood ratio using the probabilities \( z_i \) that a family falls into a certain allele-sharing class. For example, the possible triangle test for affected sib pairs [22] includes the probabilities \( z_0, z_1 \) or \( z_2 \) that an affected sib pair shares 0, 1 or 2 alleles identical by descent, respectively. Importantly, the parameters \( z_i \) are fixed to their values under \( H_0 \) in the denominator likelihood. Therefore, the nonparametric allele sharing-based test statistic, in which a maximization is performed over the \( z_i \), represents a true likelihood ratio test for the null hypothesis of no linkage. Because of the identity of the parametric and the nonparametric likelihood ratio, the same holds also for the parametric MOD score.

In the dichotomous case, the asymptotic distribution of the MOD score under the null hypothesis is known for special pedigree structures [21], and the corresponding p value can be easily obtained. In most cases, and particularly for quantitative phenotypes, the null distribution is unknown and the p value has to be obtained. In most cases, and particularly for quantitative phenotypes, the null distribution is unknown and the p value has to be obtained. The approach we use to determine p values had already been implemented in GENEHUNTER-MODSCORE, which performs MOD score analysis for dichotomous traits (see [18] for a thorough description). The empirical p value is calculated by simulating data sets under the null hypothesis: the original data set is taken, and founder alleles at the marker loci are assigned randomly, taking the corresponding marker allele frequencies into account. The inheritance of alleles to the next generation is simulated with respect to the recombination values for the intermarker distances, also keeping the pedigree structure of the original data set. Then the MOD score of the simulated data is calculated and compared to the MOD score of the original data. This is repeated with many simulated marker data sets. We denote these simulated data sets with \( H_0 \) replicates.

The p value is the probability of obtaining the original MOD score, or a larger one if the null hypothesis is valid. It is approximated by the empirical p value:

\[ p = \frac{n}{N}, \] (3)

where \( N \) is the total number of \( H_0 \) replicates, and \( n \leq N \) the number of \( H_0 \) replicates with a MOD score larger than or equal to the original MOD score. If p is sufficiently small, the null hypothesis of no linkage is rejected.

**Approach**

So far, parametric linkage analysis with GENEHUNTER has only been possible for dichotomous phenotypes. The disease model consists of the disease allele frequency \( p \) and the penetrances. The latter are the probabilities of suffering from the (dichotomous) disease depending on the genotype. We denote the wild-type alleles with ‘+’ and the mutant alleles that increase the disease risk with ‘m’.

Without imprinting effects, we thus have three possible genotypes at the disease locus: homozygous wild-type (+,+), heterozygous (m,+), and homozygous mutant (m,m).

Our intention was to develop a model for quantitative traits that provides as much information as possible about the phenotype. For instance, the average value of the phenotype of a person with a certain genotype \((+,+), (m,+), (m,m)\) as well as the average variation of phenotype values of persons with the same genotype are of interest. Under the assumption that, given a certain genotype, the phenotype is normally distributed with mean \( \mu \) and standard deviation \( \sigma \), the density function is

\[ f(x) = \frac{1}{\sqrt{2\pi}\sigma} \exp \left( -\frac{(x-\mu)^2}{2\sigma^2} \right), \] (4)

with \( i \in \{+, +, (m,+), (m,m)\} \). A way to interpret this model would be to assume that one gene locus has a major effect on the phenotype, determining the value \( \mu \), depending on the genotype. Other genetic or environmental effects are considered by \( \sigma \), thus creating ‘noise’ around the average phenotype value \( \mu \). Hence, \( \sigma \) comprises polygenic and environmental variance. It is assumed that these factors causing residual variance are independent between individuals.

The influence of other minor genes may depend on the genotype at the considered disease locus. In addition, environmental factors may also have a different influence, depending on the genotype at the disease locus. Therefore, it can be useful to model a separate ‘noise’ parameter for every genotype.

In all, we have three density functions, one for each of the possible genotypes, each with its own expectation value \( \mu_i \) and its standard deviation \( \sigma_i \). Each density function describes the distribution of the quantitative phenotype of persons with one specific genotype: \((+,+), (m,+), (m,m)\) (see also fig. 1).

These density functions describe the probability of a person with a certain genotype having a certain phenotype. They are thus equivalent to the penetrances in the dichotomous case. Therefore, we adapted the GENEHUNTER version for dichotomous traits to the quantitative case by replacing the penetrances with the density functions.

With this adaptation, it is now possible to calculate the LOD score for every genetic position in the genome for a given quantitative model. Then, the position with the highest LOD score will be our guess for the disease locus.

As in the dichotomous case, the model parameters of the quantitative phenotype (here: \( \mu, \sigma \), and disease allele frequency \( p \)) are often unknown and need to be estimated. This is done by maximization of the LOD score, which is a function of the vector \( w \) of the phenotype parameters:

\[ g : \mathbb{R}^7 \rightarrow \mathbb{R}, \quad w \mapsto g(w), \] (5)

with

\[ w = \left( \mu_{(+,+)}^{\mu}, \mu_{(m,+)}^{\mu}, \mu_{(m,m)}^{\mu}, \sigma_{(+,+)}^{\sigma}, \sigma_{(m,+)}^{\sigma}, \sigma_{(m,m)}^{\sigma}, p \right). \] (6)

Of course, \( g(w) \) is the quantitative LOD score for the given parameter vector \( w \). We also assume that it has already been maxi-
mized over the recombination fraction \( \theta \) or the genetic position \( x \) in the multipoint case.

The best estimate for the parameter vector \( \mathbf{w} \) is the one that yields the highest LOD score because this best explains the data. We therefore need to maximize \( g \) over \( \mathbf{w} \). A first idea would be to find the maximum analytically. This would be by far the computationally most efficient and elegant solution. Unfortunately, the arising equations have no analytical solution. This can easily be seen by looking at the algorithm as described by Strauch [19] that is represented by \( g \). Therefore, we need to find a numerical approximation of the maximum of \( g \). Modern mathematics provides many different methods for multidimensional optimization. The point is to choose the right method for the problem.

Since the density functions \( f_i \) are differentiable in \( \mu_i \) and \( \sigma_i \), \( g \) is differentiable in \( \mathbf{w} \). This feature has to be exploited when choosing the right optimization method. Therefore, gradient-based methods might be of use. The optimization should take place on a bounded space because there are some natural restrictions for the phenotype parameters. The affected allele frequency \( p \) is a probability and therefore lies in \([0, 1]\). Then, for all genotypes, \( \sigma_i > 0 \). In general, an upper boundary for \( \sigma_i \) can also be found without restricting the problem. For instance, the difference between the largest and smallest phenotypes in the data set is a reasonable upper limit since the average variation of the phenotype is unlikely to be higher than that. Theoretically, the expectation values \( \mu_i \) can have any values in \( \mathbb{R} \). Again, it is no severe restriction to assume that they lie within the range of the smallest and largest phenotypes or any similar interval. Thus, the optimization takes place in a multidimensional cuboid

\[
Q := \left[ l_1, u_1 \right] \times \left[ l_2, u_2 \right] \times \cdots \times \left[ l_n, u_n \right] \subset \mathbb{R}^n .
\]  

(7)

The variables \( l_i \) and \( u_i \) denote the respective lower and upper boundaries. Then,

\[
g:Q \rightarrow \mathbb{R}, \quad g \in C^2(Q)
\]

(8)

is the LOD score function on the phenotype parameter set \( Q \). We are looking for

\[
g_{\text{max}} := \max_{w \in Q} g(w),
\]

(9)

and

\[
w_{\text{max}} \in Q \text{ with } g(w_{\text{max}}) = g_{\text{max}}.
\]

(10)

Then \( w_{\text{max}} \) is the estimate of the phenotype parameters.

We know that \( Q \) is a compact subset of \( \mathbb{R}^n \). Also, \( g \) is differentiable, in particular continuous. Therefore, basic analysis tells us that a maximum of \( g \) on \( Q \) exists.

A requirement of the optimization method is thus that it is able to operate on a bounded subset of \( \mathbb{R}^n \). Otherwise, a lot of computational effort would be wasted on testing parameter sets that could have been outruled by simple logic. Another crucial point is the computational cost. As mentioned before, the calculation of the LOD score depends exponentially on the number of persons in the families which are analyzed. Depending on the actual size of the pedigrees, calling the LOD score function \( g \) may well take several seconds wallclock time. With these considerations, we can narrow down the amount of optimization methods that come into consideration for our maximization problem. We implemented and tested those which remained, and chose the method that was fastest and converged most often.

**Algorithm**

It is a convention to formulate minimization rather than maximization problems. However, this is no loss of generality since the maximum of a function \( h \) can be found by applying the minimizing algorithm to \( -h \). Therefore, we will also stick to this convention.

Gradient-free methods like the downhill simplex algorithm (also known as Nelder-Mead algorithm) almost never converged on our test data sets. Additionally, it did not improve the result of the starting value much. The simulated annealing method needed too many function evaluations to be of practical use. Among gradient-based methods, we tested the Spectral Projected Gradient method [23] and the GENCAN method [24], which had both acceptable results concerning optimization results as well as calculation time. However, these methods were outperformed with regard to both points by the Projected Gradient method (PGRAD). A thorough description can be found in Kelley [25]. A combination of several optimization methods turned out to be infeasible due to computation time.

We therefore chose the PGRAD method. The algorithm is a natural extension of the steepest descent algorithm to problems on simple bounded subsets. The basic idea is to choose an initial point \( w_0 \in Q \) that is already close to the minimum. The algorithm then calculates the direction with the lowest derivation (‘steepest descent’) and follows this direction into the minimum. In the following section, we will give a description of the optimization algorithm. Afterwards, we will present how we chose the starting value \( w_0 \).

**Optimization**

As already mentioned, we have to choose a starting value \( w_0 \). From this point, we construct a sequence \( w_i \) that hopefully converges into the minimum. In order to describe the construction, we need to explain the following terms: by

\[
\nabla h(w) = \left[ \frac{\partial h}{\partial w_{(1)}}, \ldots, \frac{\partial h}{\partial w_{(n)}} \right]
\]

(11)

we denote the gradient of \( h \) in \( w \). It describes the direction of the steepest ascent of \( h \) in \( w \). \( w_{(j)} \) is the \( j \)-th component of the vector \( w \), not the \( j \)-th element of the sequence. Then we have that

\[
P(w_{(j)}) = \begin{cases} l_{(j)} & w_{(j)} \leq l_{(j)} \\ u_{(j)} & w_{(j)} \geq u_{(j)} \end{cases}
\]

(12)

is the projection onto \( Q \). This maps \( w \) to the nearest point in \( Q \). Given an iterate \( w_i \), the new iterate is

\[
w_{i+1} = P(w_i - \lambda \nabla h(w_i)).
\]

(13)

We call \( \lambda > 0 \) the steplength parameter. Since \( -\nabla h(w) \) determines the direction of the steepest descent, we can interpret equation (13) as a step of length \( \lambda \| \nabla h(w) \| \) in the direction of the minimum. \( \lambda \) is determined by the so-called sufficient decrease condition. We define

\[
w(\lambda) = P(w - \lambda \nabla h(w)).
\]

(14)
Then $\lambda_i$ satisfies the condition of sufficient decrease if

$$h(w(\lambda_i)) - h(w) \leq -\alpha \frac{1}{\lambda_i} ||w - w(\lambda_i)||^2. \quad (15)$$

$\alpha$ is a parameter that can be adapted to the particular function one wishes to minimize. Typically, it is set to $10^{-4}$.

Next, we need to find a termination criterion. In the unconstrained case, a necessary condition for a local minimum is that $||\nabla h||$ is zero. With constrained problems, this is not necessarily the case. A natural substitution is to end the iteration if the difference of consecutive iterates is small: $||w_{i+1} - w|| < \epsilon$. In order to prevent the method from running on and on when no minimum can be found, an additional termination criterion is set: the optimization is stopped after $n_{\text{max}}$ iterations. When applying the algorithm to the LOD score optimization problem, we set $\epsilon = -g$.

Starting Values

A disadvantage of gradient-based methods is that, in general, convergence to the global minimum cannot be guaranteed. The method will iterate from the starting point to the next minimum, which might well be a local minimum and not the global one. Another problem is that the duration and the computational cost of the iteration depend on the initial value and its closeness to the minimum.

We deal with the first issue by repeating the iteration with several different starting values. In this way, we increase the probability to find the global minimum since not all starting values will lie close to the same local minimum. In order to obtain a starting value that is already close to the minimum, we roughly guess the parameters of the phenotype and use them as a first starting value. In general, carrying one mutant allele ($m$,+) leads to an average increase or decrease of the phenotype, compared to the homozygous wild-type genotype (+,+). A second mutant allele ($m$,m) leads to a further increase or decrease (see also fig. 1). We can use this for the following approach: $q_1, \ldots, q_m$ denotes the ordered set of all phenotypes in the data set such that $q_1 \leq q_2 \leq \ldots \leq q_m$. We assume that the mutant allele $m$ increases the phenotype. We initially allocate the lowest third of the (ordered) phenotypes to the (+,+), the second third to the ($m$,+), and the highest third to the ($m$,m) genotype. Then we calculate the empirical mean and standard deviation for the respective genotype:

$$\mu_{(+,+)} = \frac{3}{m} \sum_{i=1}^{m} q_i,$$

$$\sigma_{(+,+)}^2 = \frac{3}{m} \sum_{i=1}^{m} \left( q_i - \mu_{(+,+)} \right)^2. \quad (16)$$

The other parameters are calculated with the respective thirds of the phenotypes. The disease allele frequency $p$ is set to any random number in $[0, 1]$, preferably some value close to zero.

Other starting values can be obtained by multiplying the starting values in equation (16) with a positive random number $r$. It should not vary too much from 1.0 in order to keep the basic idea of equation (16) but still provide a different spot to start with, so that the optimization will avoid local minima. We suggest $r \in [0.5, 1.5]$. We refrain from using different random numbers of $r_i$ for the starting values in equation (16) since this could destroy the assumed inequality $\mu_{(+,+)} \leq \mu_{(m,+)} \leq \mu_{(m,m)}$.

Phenotype Models

In special cases, it can be useful to adapt the model formulation described in the section Approach. For instance, if it is sus-

![Fig. 1. Density functions of the phenotype depending on the genotype.](image-url)
For all data sets we analyzed, we used ten different starting values as described in section Starting Values. The maximum number of iterations of the PGRAD algorithm was set to 500. A higher number of iterations led only to improvements on the sixth decimal place of the MOD score if the PGRAD method had not converged before.

Type I Error Rate Estimation
For the simulations, we used the program SIBSIM developed by Franke et al. [26], which allows us to create pedigree files with any given number of families and any kind of family structure. The position of the disease locus can also be specified. We made some small modifications to the software so that we could explicitly specify the genotype-specific expectation values $\mu_i$ and the standard deviations $\sigma_i$ of the phenotype. SIBSIM then creates the appropriate pedigree file and assigns to each person a random quantitative phenotype according to the respective density functions (fig. 1). The genotypes of the founders are set randomly under the assumption of Hardy-Weinberg equilibrium.

In order to estimate the type I error of a certain scenario, we simulated 500 pedigree files under the null hypothesis of no linkage. Each pedigree file contained 300 sib pair pedigrees, i.e. families with two parents with two children. We used one highly informative marker with 20 equifrequent alleles. In the analysis, the genotypes for both parents and siblings were available, as were all phenotypes. We set the genetic distance between marker and disease locus to 0 cM, which equates to a recombination fraction $\theta$ which deviates from 1/2 by less than $10^{-90}$ (Haldane mapping function), so that we can safely assume no linkage in the data. We then calculated the MOD score of each data set. Since the asymptotic distribution of the MOD score is unknown in the case of quantitative traits, we calculated the p value of each simulated data set empirically by performing a further round of simulations.

Fortunately, the previous program extension GENEHUNTER-MODSCORE, which calculates MOD scores for dichotomous traits [18], was already able to perform the p value calculation. The MOD score distribution was simulated by creating pedigrees with the same structure and the same phenotypes as the original data set, randomly generating marker data under the null hypothesis of no linkage. These replicates of the inner simulation loop are therefore called $H_0$ replicates (see section Overview). For each of the 5,000 $H_0$ replicates which were generated in this manner, the MOD score was calculated and compared to the MOD score of the original simulated data set. The p value equals the relative amount of MOD scores reaching or surpassing the MOD score of the original data, i.e. the empirical probability under the null hypothesis to obtain an equal or larger test statistic.

We decided to use a nominal $\alpha$ level of 5%. Therefore, we counted all the data sets simulated by SIBSIM with a p value $\leq 0.05$. The relative amount of these data sets is the empirical probability to reject the null hypothesis if the null hypothesis is valid. Therefore, it is the type I error rate.

Power Estimation
The estimation of the power was done in a similar way as the type I error estimation. We simulated data with SIBSIM under the assumption of complete linkage. Therefore, we set the genetic distance between marker and disease locus to 0 cM. The number of families and the family structure remained as introduced in section Type I Error Rate Estimation. The MOD score and the corresponding p value were calculated by means of an inner loop of simulations under $H_0$ as before. This time, a p value $\leq 0.05$ denoted a justly rejected null hypothesis. Therefore, the relative amount of data sets with p values $\leq 0.05$ is the estimate of the power of the scenario.

Sample Method
In order to obtain a precise estimate of the p value, many $H_0$ replicates have to be created, and the corresponding MOD score has to be calculated. This is a huge computational effort. To calculate a p value by using 5,000 $H_0$ replicates may easily take more than 10 days (standard PC), which is too long for practical application. Fortunately, a good approximation of the p value can be obtained without performing a full MOD score calculation for every $H_0$ replicate. When calculating the p value, we only need to know whether the MOD score of the $H_0$ replicate is larger than the MOD score of the original data or not. Simulations showed that this information is highly correlated with the average LOD score value $g$ on Q. In particular, we took 500 randomly chosen function evaluations of $g$ for a $H_0$ replicate and calculated the arithmetic mean. Then we did the same for the original data. If the arithmetic mean of the $H_0$ replicate was higher/lower than the corresponding arithmetic mean of the original data, the same was true for the MOD scores. Since the evaluation of such a random sample takes only a fraction of the time of the PGRAD optimization, we can calculate the p value of a $H_0$ replicate much faster. We call this technique sample method.

Parameter Estimation
We estimated the genotype-phenotype relation by using the parameter set that yielded the PGRAD-maximized LOD score, i.e. the MOD score. We compared the distribution of parameter estimates obtained for the simulated replicates with the true generating value.

Comparison to Other Methods
In addition, the type I error rate and power for all scenarios have also been analyzed with the VCA as implemented in GENEHUNTER (see [27] for more information). LOD scores obtained by the VCA, when calculated without a dominance component as we did here, asymptotically follow a $\chi^2$ distribution with one degree of freedom and a point mass at zero. In addition, all scenarios have been analyzed with the traditional Haseman-Elston method as implemented in GENEHUNTER.

Results
The results are given in four parts. First, the type I error and power results for different scenarios with randomly ascertained data are described, followed by the results for scenarios with nonrandom ascertainment. Then, the results of the phenotype parameter estimation are given. In the end, we present a brief application of the GENEHUNTER-QMOD to a real data set, namely the investigation of human family data regarding sensitization to house dust mite allergens.
Type I Error and Power

In this section, we only investigate scenarios with random ascertainment. First, we wanted to know how our method dealt with a normally distributed phenotype. Scenario 1 addresses the 'simple case' without dominance effects and equal variances (table 1). As for the simulations, the analysis with GENEHUNTER-QMOD was performed assuming no dominance and the same residual variances for all three genotypes. The type I error rate estimation showed that the sample method rejects $H_0$ with a probability of 0.06 and the VCA with 0.024 (table 1). Therefore, both methods are slightly above the nominal type I error rate of 0.05. However, based on the number of replicates we used for the calculation of the type I error (500), this is not statistically different from the nominal level. Haseman-Elston regression shows a type I error rate of 0.05 and is therefore perfectly accurate.

Since our model was specifically designed for phenotypes with different variances, another scenario was also created without dominance effects, but with genotype-dependent residual variances. This time, the analysis with GENEHUNTER-QMOD was performed assuming no dominance but different residual variances for all genotypes. Here, the VCA and Haseman-Elston regression reject $H_0$ with a probability of 0.04 and 0.038, respectively. However, given that 500 replicates were simulated, these values are not significantly different from the expected value of 0.05. The sample method shows a true type I error rate of 0.024 and is therefore conservative.

Since not all quantitative phenotypes are normally distributed, we investigated how GENEHUNTER-QMOD, VCA and Haseman-Elston regression perform with data for which the assumption of normality does not hold. Scenario 3 addresses the 'simple case' without dominance and different residual variances for all genotypes. Here, the VCA and Haseman-Elston regression reject $H_0$ with a probability of 0.04 and 0.038, respectively. However, given that 500 replicates were simulated, these values are not significantly different from the expected value of 0.05. The sample method shows a true type I error rate of 0.024 and is therefore conservative.

Next, we examined scenarios with families consisting of two parents and four siblings. In order to avoid having a power of 1 for all types of analysis, we increased the residual variance $\sigma_i^2$ to 350.0 for all three genotypes in the simulation. All three methods yield an acceptable type I error rate, although with a slight nonsignificant tendency towards conservativeness. The sample method comes closest to the theoretical value of 0.05 (table 1, scenario 4).

When we analyzed the power, we created 200 data sets for each scenario under complete linkage. Again, GENEHUNTER-QMOD calculated 5,000 $H_0$ replicates in order to obtain the $p$ value for each original simulated data set. All results are shown in table 2. In scenario 1 with equal

### Table 1. True type I error rate comparison of the sample method, the VCA and Haseman-Elston regression

<table>
<thead>
<tr>
<th>Scenario</th>
<th>$\alpha_{VCA}$</th>
<th>$\alpha_{HE}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.062</td>
<td>0.050</td>
</tr>
<tr>
<td>2</td>
<td>0.04</td>
<td>0.038</td>
</tr>
<tr>
<td>3</td>
<td>0.134</td>
<td>0.034</td>
</tr>
<tr>
<td>4</td>
<td>0.042</td>
<td>0.042</td>
</tr>
</tbody>
</table>

### Table 2. Power of the sample method, the VCA and Haseman-Elston regression

<table>
<thead>
<tr>
<th>Scenario</th>
<th>$P_S$</th>
<th>$P_{VCA}$</th>
<th>$P_{HE}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.98</td>
<td>0.915</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.95</td>
<td>0.745</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.295</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.77</td>
<td>0.225</td>
<td></td>
</tr>
</tbody>
</table>

$P_S$ is the power of the sample method, $P_{VCA}$ is the power of the VCA and $P_{HE}$ denotes the power of Haseman-Elston regression. The parameters of the scenarios are as in table 1. In each scenario, the power was calculated using 200 replicates simulated under the null hypothesis of no linkage.
The expectation values in scenarios 5, 6 and 7 were set to \( \mu_{(s,t)} = 20.0 \), \( \mu_{(m,n)} = 40.0 \) and \( \mu_{(m,n)} = 60.0 \), and the variances to \( \sigma^2_{(s,t)} = 50.0 \), \( \sigma^2_{(m,n)} = 100.0 \), and \( \sigma^2_{(m,n)} = 200.0 \). The disease allele frequency in the generated data sets from which the families were drawn was set to 0.1. In each scenario, the type I error was calculated using 500 replicates simulated under the null hypothesis of no linkage, and the power was calculated using 200 replicates simulated under the assumption of complete linkage.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>( \alpha_S )</th>
<th>( \alpha_{VCA} )</th>
<th>( \alpha_{HE} )</th>
<th>( P_S )</th>
<th>( P_{VCA} )</th>
<th>( P_{HE} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.066</td>
<td>0.0</td>
<td>0.06</td>
<td>0.895</td>
<td>0.04</td>
<td>0.585</td>
</tr>
<tr>
<td>6</td>
<td>0.032</td>
<td>0.088</td>
<td>0.052</td>
<td>0.94</td>
<td>0.89</td>
<td>0.03</td>
</tr>
<tr>
<td>7</td>
<td>0.042</td>
<td>0.0</td>
<td>0.052</td>
<td>0.975</td>
<td>0.0</td>
<td>0.495</td>
</tr>
</tbody>
</table>

\( \alpha_S \), \( \alpha_{VCA} \) and \( \alpha_{HE} \) denote the true type I error rate of the sample method, the VCA and Haseman-Elston regression, respectively. \( P_S \), \( P_{VCA} \) and \( P_{HE} \) denote the empirical power of the three methods. The power of Haseman-Elston regression shows a reversed picture compared to the VCA. When pedigrees with four instead of two sibs are analyzed, the sample method outperforms both the VCA and Haseman-Elston regression. The power of the sample method in scenario 4 remained at 0.82, whereas the power of the VCA dropped to 0.77, and the power of Haseman-Elston regression even to 0.225.

### Parameter Estimation

Another intention of the new method implemented in GENEHUNTER-QMOD was to gather specific information about the genotype-phenotype relation. Therefore, the next point we focused on was the estimation of the parameters associated with the disease allele frequency, genetic variance, and heritability.
parameters of the quantitative trait model; that is, the expectation values $\mu_{(+,+)}$, $\mu_{(m,+)}$ and $\mu_{(m,m)}$ and the standard deviations $\sigma_{(+,+)}$, $\sigma_{(m,+)}$ and $\sigma_{(m,m)}$ of the respective genotype-specific distribution of the phenotype. As already mentioned before, the parameter estimates were the arguments of the model-maximized LOD score function.

We ran the PGRAD method for each of the 200 data sets simulated in scenarios 1 and 6. The results of the parameter estimation are given in table 4. The first column shows the true value for the corresponding parameter. The second column gives the empirical mean of all 200 estimates for the corresponding parameter. The third column shows the empirical standard deviation. For the expectation parameters, the error term (last column) describes the difference of the true value and the mean estimate in relation to the difference of the phenotype means $\mu_t$ (in this case 20.0). In this way, we avoid error terms which are small due to high phenotypes and not due to precise estimates.

In order to give the reader an idea of the distribution of the parameters, we have plotted the distribution of the expectation value of the homozygous mutant genotype in scenario 1 (fig. 2). We can see a clear peak at the true value $\mu_{(m,m)} = 60.0$.

**Application to Real Data**

We applied GENEHUNTER-QMOD to human pedigree data regarding sensitization to house dust mite allergens. The data set consists of sib pairs as well as more complex pedigrees, and includes several European populations. Here, we analyzed German and English families.

The German population is made up of 44 families with 187 individuals, thereby being 33 families with two sibs and 11 families with three sibs. The English population consists of 19 families with 122 individuals, including 7 families with two sibs, 3 families with three sibs, 5 families with four affected sibs, and 4 families with an extended structure.

For each nonfounder, a RAST (Radio-Allergo-Sorbent Test) class test was carried out by measuring specific IgE antibodies to crude extract of *Dermatophagoides pteronyssinus* (house dust mite). According to the value of the IgE level, the individual was assigned a RAST class, ranging from 0 to 6. This value was taken as the quantitative phenotype. As for marker information, 604 microsatellite markers were typed on all chromosomes. The results of the original analyses for the dichotomous phenotype mite sensitization have been described previously [29, 30].

The analysis with GENEHUNTER-QMOD yielded a MOD score of 1.019 on chromosome 4, at marker D4S194, for the German population, with a corresponding p value of 0.00124. The p value was calculated by generating 50,000 replicates under the null hypothesis.

For the English population, a MOD score of 1.193 occurred at chromosome 5, at marker D5S486. The corresponding p value is 0.001. It was calculated by generating 1,000 replicates under the null hypothesis.

Table 4. Parameter estimates for scenarios 1 and 6

<table>
<thead>
<tr>
<th>Parameter</th>
<th>True value</th>
<th>Mean</th>
<th>Standard deviation</th>
<th>Error, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mu_{(+,+)}$</td>
<td>20.0</td>
<td>15.1</td>
<td>10.7</td>
<td>24.5</td>
</tr>
<tr>
<td>$\mu_{(m,+)}$</td>
<td>40.0</td>
<td>37.4</td>
<td>8.8</td>
<td>13.0</td>
</tr>
<tr>
<td>$\mu_{(m,m)}$</td>
<td>60.0</td>
<td>59.6</td>
<td>17.6</td>
<td>2.0</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>14.1</td>
<td>7.7</td>
<td>2.74</td>
<td>45.4</td>
</tr>
<tr>
<td>Scenario 6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mu_{(+,+)}$</td>
<td>20.0</td>
<td>12.8</td>
<td>7.0</td>
<td>36.0</td>
</tr>
<tr>
<td>$\mu_{(m,+)}$</td>
<td>40.0</td>
<td>36.5</td>
<td>8.2</td>
<td>17.5</td>
</tr>
<tr>
<td>$\mu_{(m,m)}$</td>
<td>60.0</td>
<td>60.3</td>
<td>16.5</td>
<td>1.5</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>14.1</td>
<td>5.4</td>
<td>3.24</td>
<td>61.7</td>
</tr>
</tbody>
</table>

$\sigma$ is the standard deviation of the genotype-specific density functions: $\sigma_{(+,+)} = \sigma_{(m,+)} = \sigma_{(m,m)}$, see table 1.

![Fig. 2. Histogram of 200 parameter estimates of $\mu_{(m,m)}$ (true value = 60.0) for scenario 1.](image-url)
These two genetic loci were already identified in a previous study with dichotomous phenotypes [15]. Here, peak MOD scores occurred for the German population at D4S430 (which is directly next to D4S194) and for the English population at D5S416 (which is also next to D5S486).

Discussion

Our intention was to develop a statistical method for quantitative linkage analysis which provides as much information about the phenotype as possible. To this end, we developed the PGRAD optimization method and implemented it in the Lander-Green-based software package GENEHUNTER-QMOD.

For randomly ascertained data that match the assumption of normally distributed phenotypes, the power of GENEHUNTER-QMOD stays behind that of the VCA when sib pairs are analyzed. However, when larger families with four children are analyzed, the sample method outperforms both Haseman-Elston regression and the VCA. In our example, the sample method was able to compensate a stronger noise parameter (i.e., the residual variances) with the additional information given in families with four siblings, while the VCA and especially Haseman-Elston regression had a substantial power drop. It seems that the latter methods do not exploit the additional information that is given in extended pedigrees to the same degree as GENEHUNTER-QMOD. In particular, Haseman-Elston regression only looks at one pair of sibs at a time, even when larger families are analyzed.

Also, when non-normal data are analyzed, GENEHUNTER-QMOD turns out to be more robust than the other methods. Our simulations showed that the power of the scenario with lognormally distributed data was by 0.35 higher when analyzed with our new method compared to the VCA. This is remarkable given that our model specifically models a normally distributed trait. At this point, it should be noted that the assumption of a normal distribution also underlies the VCA. It seems that, due to the variety of modeling possibilities for the data, our method provides a certain robustness with regard to violations of the normality assumption that the VCA method is lacking. When no ascertainment condition was applied, the power of the traditional Haseman-Elston method always stayed behind the power of the VCA, being higher than that of the sample method only in the ‘standard’ case of normally distributed data with equal variances. Therefore, the VCA should be preferred to Haseman-Elston regression when one can be sure of normally distributed data if unselected, population-based samples are analyzed.

For non-normally distributed data, GENEHUNTER-QMOD has both higher power and a smaller type I error rate than the VCA. Therefore, if one cannot safely assume normally distributed phenotypes, GENEHUNTER-QMOD might be preferred to the VCA as well as to Haseman-Elston regression.

Simulations under the null hypothesis showed that GENEHUNTER-QMOD roughly keeps the \( \alpha \) level. This holds even if we use non-normally distributed data, whereas the VCA is only able to control the type I error if normality holds. Modifications or extensions of the VCA method are conceivable, e.g., applying a transformation, using a robust sandwich estimator for the variance, or employing a method of simulating markers under the null hypothesis of no linkage similar to the one used in this work, as done by Chen et al. [31]. We have found that Haseman-Elston regression shows a slight tendency towards conservativeness for ‘difficult’ data, meaning non-normally distributed phenotypes or phenotypes with genotype-dependent residual variances. However, given that only 500 replicates could be simulated due to otherwise excessive computational demands (since the p value for each replicate needs to be determined by another round of simulations), these differences from the expected value of 0.05 are not significant. Haseman-Elston regression yields a correct type I error for the standard case with a normally distributed phenotype and equal variances.

For data obtained with an ascertainment condition, the sample method shows superior power in all scenarios. The VCA fails completely in the case of single- and double-proband selection with siblings in opposite quartiles. The power is acceptable only under the double-proband selection with siblings in the same quartiles. With regard to type I error and power analysis, our results of the VCA and Haseman-Elston regression are, to a large part, consistent with the findings of Kleensang et al. [28]. In that simulation study, the true type I error for the VCA also often deviates from the nominal type I error and is unacceptably liberal when the normality as-
sumption does not hold. Imposing ascertainment conditions also strongly influences the type I error in both directions. A low power under normality violations is described as well. Haseman-Elston regression is shown to be conservative under non-normally distributed data [28], as we can confirm with our results. The power is described as inferior to the power of the VCA when no ascertainment condition is applied, which is also consistent with our findings. At this point, it should be noted that the power analysis for every method in this paper has been based on a type I error level of 0.05. As has been shown by Morris and Elston [32], relative power comparisons of two different methods at \( \alpha = 0.05 \) do not necessarily lead to the same conclusion as when performed at lower type I error levels. This should be kept in mind when generalizing our findings.

An important feature of GENEHUNTER-QMOD is the parameter estimation. By assuming a separate normal distribution for each genotype, GENEHUNTER-QMOD estimates the variance and the mean of each distribution. Our simulations showed that parameter estimation works well for the means of the different normal distributions. Especially the estimated parameter for the \((m,n)\) genotype had a small relative error. Unfortunately, the estimates of the standard deviations turned out to be too low. One should consider this when interpreting the results. These characteristics did not change substantially when ascertainment conditions were applied.

**Conclusion**

Linkage analysis continues to be an important method to identify and locate genes that cause or contribute to inherited diseases, especially in the era of large-scale sequencing. By detecting the corresponding genetic variant and identifying how it influences the trait, the disease mechanism can be elucidated, opening the possibility of a causal treatment. Also, a disease might be diagnosed even before its manifestation. In this way, preventive measures can be applied in good time.

With GENEHUNTER-QMOD, we add a method for the analysis of quantitative phenotypes to the variety of linkage tools. It provides both an inferential test for linkage and estimates of the phenotype parameters. The phenotype is modeled as a normally distributed variable, with parameters depending on the genotype. The estimates include both the means and the residual dispersions, specific for every genotype. If further information about the inheritance mode of the disease is available, one can specify the disease model appropriately: imprinting, no dominance and equal residual variances for all genotypes can be taken into account.

Besides the identification of the gene per se, the gathered information might be useful in several ways. If the average phenotype changes substantially with the genotype, patients with different genotypes might require individualized treatments, such as a different dose of medication. The estimates of the disease model parameters might give further clues to the disease mechanism. If the variance changes with the genotype, the mutation at the disease locus might trigger other reactions that influence the phenotype, for instance other genes or environmental effects that now have a stronger impact. That is, heterogeneity of residual variances may hint to gene-gene or gene-environment interactions.

Because GENEHUNTER-QMOD is based on the Lander-Green algorithm, it can simultaneously use many markers in the analysis, which makes it applicable to gene mapping projects based on SNP arrays. GENEHUNTER-QMOD is freely available on the web at http://www.helmholtz-muenchen.de/genepi/downloads.
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