The Effect of Finite Spatial Resolution on the Measurement of Cardiac Phantom Wall Thickness in Single Photon Emission Computerized Tomographic Imaging
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Abstract
Objective: To devise and validate a method of estimating accurately myocardial wall thickness from cardiac images acquired with single photon emission tomography (SPECT). Materials and Methods: We simulated the imaging process by convolving a spatial resolution function, experimentally determined for a clinical SPECT system, with rectangular profiles mimicking the myocardial walls for different thicknesses and separations. Wall thicknesses were estimated by fitting the resulting profiles to a linear superposition of two offset Gaussians. The method was validated by extensive computer simulation and by testing on real phantom images. Results: Accurate estimates of the wall thickness of SPECT phantoms were obtained when the estimated thickness (using fitting to Gaussians) was deconvolved with the point spread function (PSF) of the imaging system using a look-up table. Conclusions: This method is a novel method of estimating wall thickness from cardiac images. It is particularly useful for small separations (e.g. at end systole and/or towards the apex of the heart) of walls that are narrow compared to the PSF of the imaging system.

Introduction

The limited spatial resolution of imaging systems causes difficulties in the measurement of the thickness and brightness of thin structures. Convolution of an object during imaging by the point spread function (PSF) of the imaging system causes the image to be wider and less bright than the object, and the effect is increasingly significant for object sizes smaller than twice the width of the PSF [1]. The phenomenon is exacerbated in digital systems due to the inherent finite sampling, especially when a coarse raster is used such as in nuclear medicine imaging; the resulting degradation is often referred to as the partial volume effect.

This effect was reported for computed tomography (CT) imaging systems in attempts to measure the thickness of the vertebral shell [2–8], and confirmed in myocardial studies using single photon emission tomography.
(SPECT) [1, 9–13]. Simulations of rectangular and Gaussian profiles imaged with CT systems for various fields of view (FoVs) and reconstruction kernels have clarified the role of the factors causing blurring in a digital imaging system [14].

The small, but clinically significant, variations in myocardial wall thickness during the cardiac cycle affect the evaluation of myocardial ischaemia and viability. Their accurate determination from SPECT images is difficult because of the inherently low spatial resolution and high levels of quantum noise, and because of cardiac motion that results in considerable blur even in gated images. The resolution of current clinical SPECT systems ranges from 8 to 12 mm. Myocardial wall thicknesses vary even amongst normal subjects [15]. Typically the left ventricular wall is about 10 mm thick [16] at end diastole, and thicks to about 14 mm [17] at end systole. Thickening of less than 2 mm is considered abnormal [18].

The aim of this work was to devise and validate a method that would accurately measure the thickness of narrow walls even when they are in close proximity as exemplified in a SPECT image of a short-axis slice of the heart by fitting the profile of the walls to an envelope of two Gaussian functions and then deconvolving the resulting estimates with the system PSF. This avoids having to detect the endocardial and epicardial edges [19–21] or having to fit to a single Gaussian function [13, 22].

Materials and Methods

Determination of the Spatial Resolution of the Clinical SPECT System

A microhaematocrit capillary tube of diameter 0.6 mm and length 75 mm was filled with 36 MBq of technetium-99m pertechnetate. In order to mimic the cardiac position, the tube was fixed along the detector-head axis at the centre of a cylindrically shaped phantom of diameter 216 mm, which was then filled with water. A SPECT system, with a Genie processor, reconstructions of transaxial slices were obtained using a ramp-Hanning filter with a cut-off of 0.8 cycles cm$^{-1}$. The total count per transaxial slice was about 5 × 10$^4$ with a maximum count per pixel of about 10$^3$. A horizontal profile passing through the line activity was considered to characterize the spatial resolution, and was used in the subsequent simulations.

Simulation Studies

For simplicity, and consistent with other simulations [9, 18, 23], we assumed a linear model and used a one-dimensional Gaussian to simulate resolution degradation. This can be generalized to three dimensions, and to the case of position-dependent resolution, by appropriate convolution of the three-dimensional source distribution with the three-dimensional resolution function [24].

The profile across each myocardial wall was represented by a rectangular function. In order to investigate a range of conditions mimicking myocardial perfusion imaging studies, we used wall thicknesses and separations of 1–9 pixels symmetrically placed in a series of 64 pixels. These profiles were then convolved with the experimental profile of the spatial resolution, including noise, to produce output profiles (i.e., simulated profiles through the myocardium), whose peak heights and widths (full widths at half maximum height, FWHMs) were measured. Whether convolution was performed directly in the spatial domain or by multiplication in the frequency domain, the shapes of the output profiles were identical. The use of discrete convolution with the measured spatial resolution differed somewhat from the blurring process within the SPECT system, where the blurring was continuous and sampling occurred after detection. However, this was unlikely to cause any significant difference between the simulations and true acquisitions, except at a pixel width of one where undersampling could be an important issue.

The wall thickness (taken as FWHM) was then estimated from each profile. Each profile was considered to be the envelope of two Gaussians, even when the two Gaussians could not be resolved properly. The Gaussian fitting was performed using the Levenberg-Marquardt least squares algorithm. Where two peaks were seen, their positions were taken as the starting points for the fitting. If only a single peak could be seen, then points slightly to the right and left of the peak were used as starting points but the precise positions were not critical. The widths of the Gaussians were not constrained to be equal. The fitting algorithm allowed the widths and positions of the two Gaussians to vary to fit the data. For the cases where the valley between the peaks was greater than 50% of the peak height, the FWHM was measured directly from the profiles.

Hot Ring Phantom

A vial of 65 mm diameter was filled to a depth of 4 mm with 19 MBq of technetium-99m pertechnetate. A lead disc of 32 mm diameter was placed in contact with the bottom of the vial, and moved manually to produce a series of planar images, examples of which are shown in figure 1. Planar images were acquired on a 256 × 256 matrix (pixel size of 2 mm) with a system resolution (FWHM) of 8.18 ± 0.45 mm. The right-hand image had walls of roughly equal thickness (17.0 ± 0.3 and 16.0 ± 0.3 mm), and the left-hand image had walls of unequal thickness (25.0 ± 0.3 and 8.0 ± 0.3 mm) (all uncertainties represent the standard deviation obtained from five repeated measurements). Profiles were drawn through the centre of each image, and the wall thicknesses estimated by fitting a combination of two Gaussians to each.

Cardiac Phantom

A cardiac insert mounted in an elliptical phantom ECT (Data Spectrum Corp., Hillsborough, N.C., USA) was used to produce reconstructed images on a 128 × 128 matrix (pixel size of 4 mm) that simulated different slices obtained in myocardial 180° C 32-view SPECT imaging. The cardiac insert, which had an average wall thickness of 10.0 ± 0.2 mm, was filled with a uniform technetium-99m activity with a count rate of 1.5 × 10$^6$ counts s$^{-1}$. Four profiles passing through the walls at 8 cardiac sections (anteroseptal/inferolateral, anterior/inferior, septal/lateral, and anterolateral/inferosep-
Fig. 1. Planar images of the hot ring phantom. A lead disc was positioned to simulate unequal walls (left) and roughly equal walls (right).

Fig. 2. Simulated image profiles. The wall thickness increases for each of the series (from left to right: 1, 2, 3, 5, 7 and 9 pixels): within each series, the separation increases (from rear to front: 1, 2, 3, 5, 7 and 9 pixels). The system resolution (FWHM) is 4.55 \pm 0.1 pixels.

Results

Determination of the Spatial Resolution of the Clinical SPECT System

The system resolution (FWHM) of the SPECT system using 180°C acquisition was measured from the profile to be 4.55 \pm 0.1 pixels (i.e. 18.5 mm). Uncertainty in the count density was typically \pm 5%, consistent with a theoretical estimation [25].

Simulation Studies

Figure 2 shows the simulated profiles obtained by convolution of a function representing two myocardial walls of equal thickness with the experimental spatial resolution for a series of known wall thicknesses and separations. Estimates of the wall thickness obtained by fitting to two overlapping Gaussians were normalized by dividing by the FWHM of the experimental spatial resolution, and used to plot figure 3.

For a linear spatially invariant (LSI) imaging system convolution preserves the area under a profile [26]:

$$W' \times H' = W \times H$$

(1)
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where $W'$, $W$ are the measured and actual wall thicknesses, and $H'$, $H$ are the measured and actual heights, respectively. Thus the ratio of actual to measured thickness from figure 3 (i.e., $W/W'$) is equivalent to $H/H'$, the ratio of measured to actual height, which was plotted to give a recovery coefficient plot as shown in figure 4. The result is similar to that obtained in the simulation of single walls, except that the recovery coefficient rises to a value greater than unity in figure 4 at wall thicknesses larger than $1.5 \times$ FWHM (because the walls are no longer sufficiently Gaussian). Alternatively, $H'$ could be measured directly from the simulated image profiles. Once normalized by dividing by the area under the system resolution FWHM, it was plotted against the actual wall thickness (divided by FWHM) to give the conventional recovery coefficient plot (fig. 5).

Figure 6 shows different wall separations, normalized to the FWHM of the system PSF, versus the valley-to-peak ratio (i.e., the ratio of the depth of the valley between two peaks to the height of the peaks representing the walls) at different thicknesses. Fitting to two overlapping Gaussians could be achieved at all valley-to-peak ratios, although the fitting at low ratios is subject to larger errors.

**Hot Ring Phantom**

For the hot ring phantom images estimates of the FWHMs of the two walls in each image (fig. 1) were obtained by fitting profiles to the envelope of two overlapping Gaussians (table 1): the results were independent of the separation of the walls. These estimates were then deconvolved with the system spatial resolution function using ‘look-up’ conversion factors from figure 3 to give ‘corrected estimates’ (table 1).

**Cardiac Phantom**

Figure 7 shows typical profiles through the ECT cardiac phantom walls at apex and mid-heart, and the results of fitting to the envelope of two Gaussians. The average (and standard deviation) of the estimates of the FWHMs of the septal, lateral, anterior, inferior, anteroseptal, anterolateral, inferoseptal and inferolateral walls, from the fitting to Gaussians, and the corrected values after deconvolution are shown in table 2.
Fig. 4. The ratio of actual to estimated wall thickness (using fitted Gaussians) vs. the (normalized) actual thickness. The results marked ▽ used fitting to a single Gaussian. All other results were estimated by fitting to two Gaussians. The separations between the walls are as follows: □ = 1 pixel, ○ = 5 pixels, △ = 9 pixels.

Fig. 5. The measured peak height of the profiles (normalized by dividing by the area under the experimental resolution) vs. the actual (normalized) wall thickness.
Discussion

The SPECT devices have an in-plane resolution (determined by the intrinsic resolution of the imaging device, collimator resolution, sampling intervals, reconstruction filter function, scattered radiation and raster size) different from their out-of-plane resolution (determined by slice thickness and detector resolution in the axial direction). The resulting three-dimensional PSF is not spherically symmetric. However, most studies [1, 11, 15, 16] have assumed an isotropic and stationary tomographic PSF (i.e., an LSI imaging system) with a Gaussian cross section, and relied on scaling by individual FWHMs to model the situation at a particular position in the FoV. In myocardial perfusion SPECT, acquisition over a 180° axis of rotation rather than over 360° is recommended [27]: the advantages are shorter acquisition time, better contrast, and in some cases better spatial resolution, at the expense of increased geometric distortion [28].

Previous studies of SPECT imaging measured wall thickening using a variety of methods, that are categorized as either count-based or geometry-based, but all of them have significant limitations. The most common count-based method relies on the percentage count increase from end diastole to end systole as an index of thickening [29, 30], even though the counts are known to be underestimated in thin structures [10, 16]. Count-based methods [12, 13, 29, 30] use only the maximum of the profile. They are very susceptible to background noise, and applying the recovery coefficient correction was cumbersome [12, 13, 31]. Geometry-based methods attempted to locate the endo- and epicardial borders by edge detection using the first [9] or second derivative [32], thresholding [1] or deconvolution [33]. The accuracy of the first derivative method depended on matrix size, noise, LSI and FWHM [9]. The second derivative method

Table 1. Typical estimates of wall thickness from hot ring phantom images

<table>
<thead>
<tr>
<th>Wall thickness mm</th>
<th>Estimates using Gaussian fitting, mm</th>
<th>Corrected estimates, mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>17.0±0.3</td>
<td>15.6±0.3</td>
<td>17.0±0.7</td>
</tr>
<tr>
<td>16.0±0.3</td>
<td>14.5±0.3</td>
<td>15.9±0.6</td>
</tr>
<tr>
<td>25.0±0.3</td>
<td>22.2±0.6</td>
<td>24.0±0.7</td>
</tr>
<tr>
<td>8.0±0.3</td>
<td>9.9±1.1</td>
<td>8.4±0.9</td>
</tr>
</tbody>
</table>
Fig. 7. Typical profile through the cardiac phantom walls (solid lines) at apex (○) and at mid-heart (□). The profiles were fitted to two Gaussians (dotted).

Table 2. Estimates of cardiac wall thickness in an ECT cardiac phantom using short axis slices at apex, mid- and base-heart

<table>
<thead>
<tr>
<th></th>
<th>Apex estimate</th>
<th>Apex corrected</th>
<th>Mid-heart estimate</th>
<th>Mid-heart corrected</th>
<th>Base-heart estimate</th>
<th>Base-heart corrected</th>
</tr>
</thead>
<tbody>
<tr>
<td>Septal</td>
<td>20.7 ± 1.1</td>
<td>12.4 ± 0.7</td>
<td>20.1 ± 0.9</td>
<td>11.6 ± 0.6</td>
<td>19.5 ± 0.8</td>
<td>10.6 ± 0.4</td>
</tr>
<tr>
<td>Lateral</td>
<td>20.4 ± 1.1</td>
<td>12.3 ± 0.7</td>
<td>19.9 ± 0.9</td>
<td>11.5 ± 0.6</td>
<td>19.4 ± 0.8</td>
<td>10.5 ± 0.4</td>
</tr>
<tr>
<td>Anterior</td>
<td>20.6 ± 1.1</td>
<td>12.4 ± 0.7</td>
<td>19.8 ± 0.9</td>
<td>11.5 ± 0.6</td>
<td>19.6 ± 0.8</td>
<td>10.6 ± 0.4</td>
</tr>
<tr>
<td>Inferior</td>
<td>20.4 ± 1.1</td>
<td>11.3 ± 0.7</td>
<td>19.9 ± 0.9</td>
<td>11.5 ± 0.6</td>
<td>19.7 ± 0.8</td>
<td>10.7 ± 0.4</td>
</tr>
<tr>
<td>Anteroseptal</td>
<td>20.4 ± 1.1</td>
<td>12.3 ± 0.7</td>
<td>19.7 ± 0.9</td>
<td>11.4 ± 0.6</td>
<td>19.3 ± 0.8</td>
<td>10.4 ± 0.4</td>
</tr>
<tr>
<td>Infersopetal</td>
<td>20.3 ± 1.1</td>
<td>12.3 ± 0.7</td>
<td>19.9 ± 0.9</td>
<td>11.5 ± 0.6</td>
<td>19.7 ± 0.8</td>
<td>10.7 ± 0.4</td>
</tr>
<tr>
<td>Anterolateral</td>
<td>20.2 ± 1.2</td>
<td>12.2 ± 0.7</td>
<td>19.8 ± 0.9</td>
<td>11.5 ± 0.6</td>
<td>19.6 ± 0.8</td>
<td>10.6 ± 0.4</td>
</tr>
<tr>
<td>Inferolateral</td>
<td>20.3 ± 1.2</td>
<td>12.3 ± 0.7</td>
<td>19.8 ± 0.9</td>
<td>11.5 ± 0.6</td>
<td>19.6 ± 0.8</td>
<td>10.6 ± 0.4</td>
</tr>
</tbody>
</table>

Each estimate is the average of nine measurements: the uncertainties are ± 1 SD.

was dependent on the convolution matrix size and highly dependent on the object thickness [32–34]. A fixed threshold did not give the correct edges, since the required threshold was a function of the wall thickness itself [9, 23] and depended on the target-to-background ratio [1]. Image deconvolution was therefore unsatisfactory when the system resolution was position-dependent and its determination is adversely affected by subpixel misregistration [35]. And the hybrid method [18], which uses the integrated counts within the FWHM of the profile of each
wall, requires complete resolution of the walls (i.e. a valley-to-peak ratio greater than 50%) and only provides relative, not absolute, wall thickness.

Previous simulation studies of a profile comprising a single rectangular function [1, 11, 14] showed that the measured thickness was an overestimate of the actual thickness up to about $1.75 \times \text{FWHM}$. This was the direct result of the convolution process, and the graph relating them could be considered a look-up table that performed deconvolution. This current study showed a similar relation for a profile comprising two rectangular walls of differing widths and separation. With direct measurement (fig. 3), when it was possible (i.e., for a separation greater than $1 \times \text{FWHM}$), the measured thickness was equal to the actual thickness above $1.75 \times \text{FWHM}$. Direct measurement is not possible for small valley-to-peak ratios (less than 50%), which occur for small wall thicknesses and separations (fig. 6). However, fitting the profile to two Gaussians worked well for thin walls even at small separations when they were barely resolvable or not resolvable at all. It gave an overestimate up to about $1.5 \times \text{FWHM}$ (fig. 3). Above this, the method slightly underestimated the actual thickness: this was because the convolved profile resulted from thicker walls whose images were no longer sufficiently Gaussian. There was no significant difference if the intensity (height) of the rectangular walls was changed: convolution preserved the area under the profile. The Levenberg-Marquardt algorithm was able to fit effectively to reduced profiles.

The conventional recovery coefficient plots (fig. 5), calculated from the measured heights of the profiles, are similar in shape to the derived plots using measured thickness (fig. 4). However, the former suffered from greater measurement error since each data point was derived from a single measurement of height.

The relationship between the separation of walls (as a fraction of the system resolution) and the resulting valley-to-peak ratio (reflecting the degree to which the two walls can be resolved) is shown in figure 6. When the separation was greater than $1.20 \pm 0.02 \times \text{FWHM}$, the valley-to-peak ratio was greater than 50% and the walls were sufficiently well resolved so that their widths (FWHM) could be measured directly from the profiles. When the separation was less than $0.65 \pm 0.03 \times \text{FWHM}$, the valley-to-peak ratio was always less than 50% and direct measurement of the walls could not be made even when the walls were thick (greater than $1.33 \times \text{FWHM}$): fitting to Gaussians was mandatory for an accurate determination of width. At intermediate separations ($0.65 \sim 1.2 \times \text{FWHM}$), direct measurement could be used only for thicker walls, but fitting to Gaussians was applicable at all wall thicknesses.

Conclusions

The results indicate that the method produced accurate and precise values, but required more operator intervention than commercially available packages. It is a novel method of estimating wall thickness from cardiac images; this is particularly useful for estimating the width of thin poorly separated walls that are narrow compared to the PSF of the imaging system.
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