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Introduction

Genome-wide association studies (GWASs) have been successful in identifying many DNA variants, namely single nucleotide polymorphisms (SNPs), associated with complex and common diseases. The basic mechanism of GWASs is indirect mapping of disease loci through linkage disequilibrium (LD) among physically close DNA variants, facilitating the use of tag SNPs to survey the whole genome. Their effectiveness also depends on the validity of the common disease-common variant (CDCV) hypothesis. In spite of the success of GWASs, for most common diseases the proportion of the overall phenotypic variance explained by the discovered disease-susceptibility loci remains very small [Maher, 2008]. Among several possible explanations, we consider two. First, because the effect sizes of most discovered risk loci are quite small, and they account for only remarkably small amounts of the phenotypic variances, it is likely that many more loci with much smaller effects remain to be detected. As Flint and Mackay [2009] showed in their review, the distribution of effect sizes at 140 loci discovered so far for 20 human disease phenotypes ranged from odds ratio (OR) 1 to 2.4, with the overwhelming majority between 1 and 1.4 and with a mode of only 1.2. However, as observed in a recent multi-stage study [Willer et al., 2009] that detected six previously unknown common variants influencing body mass index (BMI), despite the huge sample sizes (n = 32,387 in stage 1 and n = 45,018 in...
stage 2), the eight known loci explained only 0.84% of the variance, although family and twin studies have shown that genetic factors account for 40–70% of the population variation in BMI. Second, an alternative to the CDCV hypothesis is the common disease-rare variant (CDRV) hypothesis, which states that for complex diseases there is extreme genetic heterogeneity and that the disease etiology is caused collectively by multiple rare variants with moderate to high penetrance, as supported by some recent studies [Azzopardi et al., 2008; Cohen et al., 2004; Ji et al., 2008; Walsh et al., 2008]. More theoretical and practical arguments supporting the CDRV hypothesis have appeared in the literature [e.g. Bodmer and Bonilla, 2008; Gorlov et al., 2008; Pritchard, 2001; Pritchard and Cox, 2002]. Although still highly debated, both hypotheses have merits, and it is likely that, for most complex diseases, the allelic architecture of susceptibility variants has a wide range of allele frequencies and effect sizes [McCarthy, 2009; Schork et al., 2009; Wen et al., 2004].

Therefore, from a methodological point of view, it would be desirable to develop statistical methods that can address both of the issues raised above. First, dealing with small effect sizes of common susceptibility variants requires the use of a statistical test with the highest possible statistical power. Due to the existence of LD, it seems more effective to use multiple variants or SNPs in an LD block or a candidate gene region. Although in theory there is no single most powerful test for multiple SNPs across all scenarios [Cox and Hinkeley, 1974; Pan, 2009], some tests tend to have higher power in many common situations [Chapman and Whittaker, 2008; Pan, 2009] than others. In particular, as advocated by Wang and Elston [2007], one needs to strike a balance between using multiple SNPs and the thus incurred high cost of large degrees of freedom (DF) or of multiple test adjustment. A simple test called the Sum test, similar to a test proposed by Wang and Elston [2007], summarizes information across multiple SNPs in LD with only DF = 1 and needs no multiple test adjustment. It was shown to have high power in some situations, but, unfortunately, not in others [Chapman and Whittaker, 2008; Pan, 2009]. It is the first goal of this paper to modify the Sum test in a data-adaptive way so that it can maintain high power across most scenarios.

Importantly, to address the second issue raised above, the Sum test or its modifications should be applicable to detect disease association with rare variants. Note that most of the existing tests were proposed under the CDCV hypothesis, and may not be applicable to a situation with rare variants. To our knowledge, there are only three tests specifically designed under the CDRV hypothesis [Morgenthaler and Thilly, 2007; Li and Leal, 2008; Madsen and Browning, 2009]. A key idea shared by the three tests for rare variants is to group or collapse multiple variants, a feature closely related to the Sum test. It is the second goal of this paper to show the effectiveness of the modified Sum test for rare variants, and more generally, to extend it to detect disease association with both common and rare variants. In particular, we show that in some situations the modified Sum test significantly outperforms any of the three existing tests, while for others it performs similarly to the three tests.

**Methods**

**Logistic Regression for Common Variants**

Given m independent observations \((Y_i, X_i)\) with \(Y_i = 0\) or 1 as disease status and \(X_i = (X_{i1}, \ldots, X_{ik})\) as genotypes at \(k\) SNPs in LD for subject \(i\), we would like to test for any possible association between the disease and genotypes. As usual, we use the dosage coding for \(X_j\) under an additive genetic model: \(X_j = 0, 1\) or 2, representing the copy number of one of the two alleles present in SNP \(j\) of subject \(i\), though other genetic models can be adopted. Many multilocus association tests are based on fitting a logistic regression model

\[
\text{Logit } P(Y_i = 1) = \beta_0 + \sum_{j=1}^k X_{ij} \beta_j.
\]

A global test of any possible association between the disease and SNPs can be formulated as jointly testing on the multiple \(\beta_j\) parameters with the null hypothesis \(H_0: \beta = (\beta_1, \ldots, \beta_k)' = 0\) by one of the three asymptotically equivalent tests: the likelihood ratio test, the Wald test and the score test. Under \(H_0\), any of the three test statistics has an asymptotic \(\chi^2\) distribution with \(DF = k\).

The generalized Hotelling’s \(T^2\) test [Fan and Knapp, 2003; Xiong et al., 2002] is closely related to the score test [Clayton et al., 2004]. A potential problem with the above tests is the power loss due to large DF for a large \(k\).

In contrast to a global test, another extreme is to conduct a single-locus test for each SNP [Roeder et al., 2004]. Rather than including all \(k\) SNPs, we can include each SNP sequentially in a series of univariate or marginal regression models:

\[
\text{Logit } P(Y_i = 1) = \beta_{M,0j} + X_{ij} \beta_{M,j},
\]

where we explicitly distinguish \(\beta_M = (\beta_{M,1}, \ldots, \beta_{M,k})'\) in marginal models (2) from \(\beta\) in the joint model (1). One would proceed by testing \(H_0: \beta_{M,j} = 0\) for each \(j = 1, \ldots, k\) sequentially. Each test can be done with only one DF, but a multiple test adjustment has to be made based on numerical solutions [Conneely and Boehnke, 2007], permutations or other methods. The method is equivalent to choosing the univariate test for \(\beta_{M,j}\) with the minimum \(p\) value, and is hence also called UminP method.

Most of the existing methods fall into one of the two extreme categories mentioned above. The limitations of the two extremes have been well recognized and induced the development of new
methods. A general strategy is to capture full information in all \( \beta_j \)'s while reducing the cost of large DF or adjustment for multiple testing, but the key is how to reconcile the two possibly conflicting goals. A weighted score test [Wang and Elston, 2007] and a Sum test [Chapman and Whittaker, 2008; Pan, 2009] are two such attempts.

**The Sum Test**

The Sum test can be used to strike a balance between jointly modeling with multiple SNPs and its resulting large DF; while using all the SNPs, it adopts a key and generally incorrect working assumption that all SNPs are associated with the disease with a common OR:

\[
\text{Logit Pr}(Y_i = 1) = \beta_{00} + \sum_{j=1}^{k} X_{ij} \beta_j, \tag{3}
\]

where \( \beta_j \) reflects the common association strength between the disease and each SNP under the working assumption. To address the question of whether there is any association between the disease and each SNP under the working assumption. To address the following two issues. First, how to modify the null distribution of the resulting test statistic such that the type I error rate will be well controlled, and second, how to increase the power of the aSum test. Our proposed implementation below addresses both issues.

**Step 1**

With the original data \( \{(Y_i, X_i)\} \), we fit the marginal regression model (2) to each SNP \( j \), obtaining \( \hat{\beta}_{M,j} \) and p value \( p_{M,j} \) for \( j = 1, \ldots, k \). 

**Step 2**

With a chosen cutoff \( \alpha_0 \) for each \( j = 1, \ldots, k \), if \( \hat{\beta}_{M,j} < 0 \) and \( p_{M,j} \leq \alpha_0 \), we change the coding of SNP \( j \) from \( X_j \) to \( X_j^* = 2 - X_j \); otherwise, no change is done with \( X_j^* = X_j \). 

**Step 3**

With the new data \( \{(Y_i, X_i^*)\} \), we fit the common-effect model (3), obtaining the usual score statistic \( U \) under \( H_0: \beta_j = 0 \), its variance \( V \) and a p value \( p \) from the test statistic \( U/V \) with the usual null distribution \( N(0, 1) \).

**Step 4**

By repeatedly permuting the disease indicators of the original data, we obtained \( B \) sets of permuted data \( \{(Y_i^{(b)}, X_i)\} \) for \( b = 1, \ldots, B \). For each permuted data \( \{(Y_i^{(b)}, X_i)\} \), we repeat the above steps (1) to (3), obtaining the score statistic \( U^{(b)} \) for \( H_0: \beta_j = 0 \) and its usual normal-based p value \( p^{(b)} \).

A proper permutation-based p value for the aSum test, called aSum-P, is calculated as \( \sum_{b=1}^{B} I(p^{(b)} < p)/B \).

**Step 5**

Calculate the sample mean and sample variance (or covariance matrix, in general) of \( U^{(1)}, \ldots, U^{(B)} \) as \( U_0 \) and \( V_0 \). The aSum test statistic is

\[
a_{\text{Sum}} = (U - U_0)V_0^{-1}(U - U_0),
\]

which is compared to a null distribution \( aX_d^2 + b \) to obtain a p value, where \( d = \dim(U) \), and \( a \) and \( b \) are obtained to match the first two moments of \( aX_d^2 + b \) to that of the empirical distribution of \( U^{(1)}, \ldots, U^{(B)} \).

**Remark 1**

In step 2, the choice of \( 0 \leq \alpha_0 \leq 1 \) is related to the power of the aSum test. Trivially, if \( \alpha_0 = 0 \), the aSum test reduces to the usual Sum test. If \( \alpha_0 = 1 \), we choose the coding of SNP \( j \) based on the sign of \( \hat{\beta}_{M,j} \) which is perhaps the most intuitive way to overcome the problem with the Sum test; however, as will be shown later, the corresponding aSum test has low power because the resulting null distribution has heavy tails. Hence, we would like to choose a relatively small \( \alpha_0 \) such that (i) under \( H_0 \), we do not tend to change the coding of any SNP, and (ii) when \( H_0 \) does not hold,
we would like to change the coding of an SNP with negative $\beta_{MC}$. As a compromise, by default, we used $a_0 = 0.1$ throughout the study. As will be shown, we found that $a_0 = 0.1$ performed well across all situations considered here. Nevertheless, the optimal choice of $a_0$ should depend on the data at hands, and hence some data-driven methods of choosing $a_0$ will be useful. One possibility is to choose $a_0$ to maximize the (estimated) power of the resulting test, as discussed in Pan et al. [2010]; more research is needed.

Remark 2
In step 3, we implement the aSum test with the score statistic, although the Wald test statistic can be equally applied.

Remark 3
The permuted data in step 4 are generated to estimate the effects of the data-adaptive nature in step 2, and thus accordingly to adjust its null distribution. Note that the normal-based p value $p$ is no longer a genuine p value because the usual null distribution $N(0, 1)$ is not valid and a necessary adjustment has to be made; as shall be shown later, the direct use of $p$ (called naive aSum, or naSum test) will lead to dramatically inflated type I error rates.

Remark 4
Step 5 is optional in calculating the p value of the aSum test by a theoretical null distribution. Although it depends on the use of permutation, in contrast to the aSum-p, it may not require a large number of permutations, $B$, to reach a small p value; by default we used $B = 100$. However, this theoretical null distribution is only an approximation, which may or may not work well.

Remark 5
By the Central Limit Theorem with a large sample size, $U$ should have an approximately normal distribution, and thus the test statistic aSum should have an approximately $\chi^2_d$ as its null distribution. However, as is to be shown later, we found empirically that the null distribution of the standardized $U$ tends to be slightly right-skewed (due to its data-adaptive nature), and hence we used a scaled-shifted $\chi^2_d$ as a null distribution to correct for its skewness. $a$ and $b$ are obtained by the well-known Satterthwaite [1946] approximation.

Tests for Rare Variants
To our knowledge, there are only three existing methods to test the association for rare variants for case-control data: the combined multivariate and collapsing (CMC) method [Li and Leal, 2008], the Combined Multivariate and Collapsing (CMC) method [Li and Leal, 2008], and a groupwise weighted Sum (w-Sum) test [Madsen and Browning, 2009]. For rare variants, neither joint modeling nor univariate regression on individual SNPs works, and some grouping is needed. Since most disease-associated rare variants discovered so far are nonsynonymous sequence variants in some candidate genes [Cohen et al., 2009], Madsen and Browning [2009] suggest grouping variants according to a functional element, such as gene, pathway and ultra-conserved area. In particular, the CAST works by first collapsing the genotypes across variants into a new coding: $X_{ij,c} = 1$ if any $X_{ij} > 0$ (i.e. any rare variant is present), and $X_{ij,c} = 0$ otherwise. It then tests the association between the disease and this new $X_{ij,c}$. It can be regarded as fitting a logistic regression model

$$\text{Logit} \Pr(Y_i = 1) = \beta_{CO} + X_{ij,c}\beta_{C},$$

and testing $H_0: \beta_C = 0$. Comparing models (3) and (4), it is clear that the CAST is closely related to the Sum test: both test on only one parameter representing some common effect of the variants; they differ in their use of the new genotypic coding $X_{ij,c} = V^T_{ij}X_i$ versus $X_{ij} = \sum_{\tau = 1}^r X_{ij\tau}$, similar to the use of a dominant genetic mode versus an additive genetic mode for the effects of the individual variants. Note that for rare variants, we have $X_{ij,c} = X_{ij}\hat{e}$. Hence, it seems natural to apply the Sum test to rare variants. More importantly, if the effects of the rare variants are in opposite directions (i.e. some are protective while others deleterious), the CAST will encounter the same problem as the Sum test discussed in the context of common variants. In that case, it would be better to use the aSum test. Note that recent studies have confirmed that nonsynonymous sequence variants in certain genes are preferentially enriched at either or both of the extremes of a phenotype’s population distribution, suggesting that the effects of nonsynonymous variants could be either harmful or beneficial, although most are harmful [Cohen et al., 2004]. In fact, some nonsynonymous variants in gene PCSK9 have been discovered to be associated with lower plasma levels of low-density lipoprotein cholesterol (LDL-C) (e.g. only present in low-LDL subjects), while others are associated with higher levels of LDL-C [Kotowski et al., 2006].

Li and Leal [2009] modified the CAST to improve its performance with both rare and common variants. Specifically, for any rare mutations with minor allele frequencies (MAFs) of less than 0.01, they will be combined into a new group as in the CAST, while each common variant (with MAF > 0.01) forms its own group, and the generalized Hotelling’s test is applied to the thus formed multiple groups. We can modify our aSum test in a similar way: we combine the rare variants into one group and combine the common variants into another group by summing over their genotypic codings (which are data-adaptively determined as before), then test on the two corresponding regression coefficients in a logistic regression model. We call the resulting test aSumC test.

There are two potential advantages of the aSumC test over the CMC test, as will be shown. First, the aSumC test overcomes the problem with different association directions of the functional variants, from which both the CMC test and the w-Sum test [Madsen and Browning, 2009] suffer with possibly significant power loss. Second, with only two groups, the aSumC may have a much smaller number of DF and thus higher power than the CMC test.

Other Tests to Be Compared
We will numerically compare the proposed aSum test with several other tests: the multivariate score test, the sum of squared score (SSU) test and its weighted version (SSUw) on $H_{C}: \beta = 0$, all based on the joint model (1), and the UminP test for the marginal models (2), as considered in Pan [2009].

Based on model (1), we can derive the score vector and its covariance matrix as

$$U = \sum_{i=1}^{m}(Y_i - \bar{Y})X_i,$$

$$V = \bar{Y}(1 - \bar{Y})\sum_{i=1}^{m}(X_i - \bar{X})(X_i - \bar{X})^T.$$
where $\bar{Y} = \sum_{i=1}^m Y_i / m$ and $\bar{X} = \sum_{i=1}^n X_i / m$. The four test statistics are

$$
T_{kum} = U^T V^{-1} U,
$$

$$
T_{SSU} = U^T U,
$$

$$
T_{SSUw} = U^T V_d^{-1} U \quad \text{with} \quad V_d = \text{Diag}(V),
$$

$$
T_{\text{UminP}} = \max_{j=1}^n U_j / v_j,
$$

where $U_j$ is the $j$-th element of $U$ and $v_j$ is the $(j,j)$-th diagonal element of $V$. Under $H_0$, the first three statistics have either asymptotic or approximate $\chi^2$ distributions [Pan, 2009], while the distribution of $T_{\text{UminP}}$ can be numerically obtained [Conneely and Boehnke, 2007].

Next we review the w-Sum test of Madsen and Browning [2009] for rare variants. It is still based on the basic idea of grouping rare variants, but differs from the Sum test in (i) using a weighted sum, instead of a simple sum, of the rare variant scores for each subject, and (ii) comparing the ranks of the weighted sums, rather than the sums, between the case and control groups. Specifically, if $A = \{ i : Y_i = 1 \}$ and $\bar{A} = \{ i : Y_i = 0 \}$ denote the sets of cases and controls, respectively, the w-Sum test is constructed as follows.

**Step 1**
Calculate weight $w_j = \sqrt{m_j q_j (1 - q_j)}$, where $q_j = (\sum_{i=1}^j X_i + 1) / (2n_j^2 + 2)$, $m_j$ is the total number of subjects genotyped for variant $j$, and $n_j^2$ is the total number of controls genotyped for variant $j$.

**Step 2**
Calculate $\gamma_i = \sum_{j=1}^k X_j / w_j$ and $R = \sum_{i \in A} \text{rank}(\gamma_i)$.

**Step 3**
Generate a permuted dataset $b$ (by randomly shuffling the disease labels), and calculate the corresponding $R^{(b)}$. Repeat for $B$ times.

**Step 4**
The test statistic is $T_{w-\text{Sum}} = (R - \bar{R}) / \sqrt{\text{Var}(R)}$, where $\bar{R}$ and $\text{Var}(R)$ are the sample mean and variance of $(R^{(1)}, \ldots, R^{(B)})$. A $p$ value can be obtained by referring $T_{w-\text{Sum}}$ to a standard normal distribution. Alternatively, a permutation $p$ value can be obtained by comparing $R$ with $(R^{(1)}, \ldots, R^{(B)})$.

**Results**

**Common Variants**
Simulated Data with Compound Symmetry Correlation Structure: Ideal for the Sum Test

We first consider an ideal situation for the Sum test: there is a common association strength between any SNP and the disease, as considered by Wang and Elston [2007] and Pan [2009]. Specifically, we simulated $k = 10$ marker SNPs with sample size $n = 500$ cases or controls. The disease-causing SNP was assumed to be in the center of the marker SNPs, but was removed from the data. First, we generated a latent vector from a multivariate normal distribution with a compound symmetry covariance structure: there was an equal correlation $\rho = 0.4$ between any two SNPs. Second, the latent vector was dichotomized to yield a haplotype with the allele frequencies of the marker SNPs randomly between 0.2 and 0.8, while the MAF for the disease-causing SNP was fixed at 0.2. Third, we combined two haplotypes and obtained marker genotype data $X_i = (X_{i1}, \ldots, X_{ik})'$ (after removing the disease-causing SNP $X_{ik}$) for subject $i$. Fourth, the disease status $Y_i$ of subject $i$ was generated from a logistic regression model:

$$
\log \text{Pr}(Y_i = 1) = \beta_0 + \log(OR) X_{ik},
$$

where we chose $\beta_0 = -\log 4$ to give a background (i.e. not caused by the causal SNP) disease probability of 0.2, and the OR ranged from 1 (i.e. no association) to 2. Finally, following the case-control design, we sampled $n$ cases (with $Y_i = 1$) and $n$ controls (with $Y_i = 0$). We excluded the disease-causing SNP, supplying $\{(Y_i, X_i) : i = 1, 2, \ldots, 2n\}$ as a dataset to various statistical tests. For each setup, we simulated 1,000 datasets from which we obtained an empirical size or power for each test as its proportion of correctly or incorrectly rejecting its $H_0$.

The results for the sample sizes $n = 500$ (i.e. 500 cases and 500 controls) and $n = 1,000$ based on 1,000 replicates are shown in Table 1. It is clear that the aSum test and its permutation-based aSum-P performed best with the properly controlled type I error rates and highest power. In particular, we note that the naSum test (which does not make any adjustment to its null distribution) yielded much-inflated type I error rates $>0.50$.

Figure 1 depicts the empirical distributions of the various statistics from 1,000 replicates under the null hypothesis (i.e. OR = 1) with $n = 500$. It is noteworthy that the usual score test statistics $U_i / \sqrt{V_i}$ were centered at 0.3, not 0 as dictated by the usual null distribution $N(0, 1)$ in the conventional situation, due to the data-adaptive choice of the SNP codings, explaining why the use of the $N(0, 1)$ as the null distribution would lead to inflated type I error rates for the naive naSum test. By an adjustment with permuted data, the distribution of $(U_i - U_{b,i}) / \sqrt{V_i}$ was close to $N(0, 1)$, though the former seemed to be slightly right-skewed (fig. 1c, d), which motivated the use of $aX_i^2 + b$ as a reference distribution for the aSum statistic (fig. 1e, f). If $X_i^2$ was used as the null distribution for the aSum test, we found that the resulting test was conservative with some power loss (results not shown). The empirical distribution of $a$ was characterized by its three quartiles 0.927, 0.997 and 1.090, and by its mean 1.019,
Table 1. Type I error and power based on 1,000 replicates for simulated data with a CS covariance structure

<table>
<thead>
<tr>
<th>n</th>
<th>OR</th>
<th>Score</th>
<th>SSU</th>
<th>SSUw</th>
<th>UminP</th>
<th>Sum</th>
<th>aSum-P</th>
<th>aSum</th>
<th>naSum</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>1.0</td>
<td>0.045</td>
<td>0.043</td>
<td>0.044</td>
<td>0.046</td>
<td>0.051</td>
<td>0.052</td>
<td>0.053</td>
<td>0.552</td>
</tr>
<tr>
<td></td>
<td>1.4</td>
<td>0.085</td>
<td>0.193</td>
<td>0.199</td>
<td>0.149</td>
<td>0.235</td>
<td>0.278</td>
<td>0.262</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>1.6</td>
<td>0.139</td>
<td>0.356</td>
<td>0.358</td>
<td>0.237</td>
<td>0.393</td>
<td>0.447</td>
<td>0.440</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>1.8</td>
<td>0.245</td>
<td>0.519</td>
<td>0.518</td>
<td>0.365</td>
<td>0.577</td>
<td>0.622</td>
<td>0.608</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>0.346</td>
<td>0.662</td>
<td>0.661</td>
<td>0.489</td>
<td>0.711</td>
<td>0.747</td>
<td>0.740</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>2.2</td>
<td>0.448</td>
<td>0.771</td>
<td>0.767</td>
<td>0.599</td>
<td>0.808</td>
<td>0.832</td>
<td>0.827</td>
<td>–</td>
</tr>
<tr>
<td>1,000</td>
<td>1.0</td>
<td>0.033</td>
<td>0.033</td>
<td>0.032</td>
<td>0.029</td>
<td>0.040</td>
<td>0.047</td>
<td>0.050</td>
<td>0.548</td>
</tr>
<tr>
<td></td>
<td>1.2</td>
<td>0.053</td>
<td>0.119</td>
<td>0.116</td>
<td>0.086</td>
<td>0.139</td>
<td>0.177</td>
<td>0.167</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>1.4</td>
<td>0.145</td>
<td>0.349</td>
<td>0.344</td>
<td>0.232</td>
<td>0.386</td>
<td>0.426</td>
<td>0.411</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>1.6</td>
<td>0.310</td>
<td>0.641</td>
<td>0.641</td>
<td>0.449</td>
<td>0.673</td>
<td>0.717</td>
<td>0.718</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>1.8</td>
<td>0.499</td>
<td>0.836</td>
<td>0.835</td>
<td>0.658</td>
<td>0.872</td>
<td>0.892</td>
<td>0.890</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>0.691</td>
<td>0.935</td>
<td>0.933</td>
<td>0.816</td>
<td>0.965</td>
<td>0.968</td>
<td>0.966</td>
<td>–</td>
</tr>
</tbody>
</table>

k = 10 variants, \(a_0 = 0.1\), n cases and n controls. The significance level is at 0.05.

Table 2. Effects of \(a_0\) on type I error and power for the aSum test based on 1,000 replicates for simulated data in table 1

<table>
<thead>
<tr>
<th>OR</th>
<th>(a_0 = 0.05)</th>
<th>(a_0 = 0.1)</th>
<th>(a_0 = 0.2)</th>
<th>(a_0 = 0.5)</th>
<th>(a_0 = 1.0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>0.053</td>
<td>0.053</td>
<td>0.055</td>
<td>0.052</td>
<td>0.052</td>
</tr>
<tr>
<td>1.4</td>
<td>0.272</td>
<td>0.262</td>
<td>0.255</td>
<td>0.208</td>
<td>0.165</td>
</tr>
<tr>
<td>1.6</td>
<td>0.455</td>
<td>0.440</td>
<td>0.429</td>
<td>0.369</td>
<td>0.351</td>
</tr>
<tr>
<td>1.8</td>
<td>0.629</td>
<td>0.608</td>
<td>0.587</td>
<td>0.523</td>
<td>0.496</td>
</tr>
<tr>
<td>2.0</td>
<td>0.756</td>
<td>0.740</td>
<td>0.725</td>
<td>0.650</td>
<td>0.626</td>
</tr>
<tr>
<td>2.2</td>
<td>0.837</td>
<td>0.827</td>
<td>0.812</td>
<td>0.753</td>
<td>0.721</td>
</tr>
</tbody>
</table>

Table 3. Type I error and power based on 1,000 replicates for gene CHI3L2

<table>
<thead>
<tr>
<th>n</th>
<th>OR</th>
<th>Score</th>
<th>SSU</th>
<th>SSUw</th>
<th>UminP</th>
<th>Sum</th>
<th>aSum-P</th>
<th>aSum</th>
<th>naSum</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>1.0</td>
<td>0.050</td>
<td>0.050</td>
<td>0.049</td>
<td>0.050</td>
<td>0.050</td>
<td>0.059</td>
<td>0.049</td>
<td>0.211</td>
</tr>
<tr>
<td></td>
<td>1.1</td>
<td>0.068</td>
<td>0.125</td>
<td>0.123</td>
<td>0.107</td>
<td>0.129</td>
<td>0.170</td>
<td>0.175</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>1.2</td>
<td>0.144</td>
<td>0.363</td>
<td>0.358</td>
<td>0.288</td>
<td>0.346</td>
<td>0.399</td>
<td>0.412</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>1.3</td>
<td>0.293</td>
<td>0.671</td>
<td>0.672</td>
<td>0.589</td>
<td>0.633</td>
<td>0.676</td>
<td>0.680</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>1.4</td>
<td>0.470</td>
<td>0.891</td>
<td>0.894</td>
<td>0.852</td>
<td>0.839</td>
<td>0.884</td>
<td>0.910</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>0.718</td>
<td>0.974</td>
<td>0.972</td>
<td>0.950</td>
<td>0.952</td>
<td>0.968</td>
<td>0.971</td>
<td>–</td>
</tr>
<tr>
<td>1,000</td>
<td>1.0</td>
<td>0.049</td>
<td>0.042</td>
<td>0.045</td>
<td>0.052</td>
<td>0.045</td>
<td>0.045</td>
<td>0.047</td>
<td>0.201</td>
</tr>
<tr>
<td></td>
<td>1.1</td>
<td>0.079</td>
<td>0.204</td>
<td>0.199</td>
<td>0.170</td>
<td>0.190</td>
<td>0.247</td>
<td>0.239</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>1.2</td>
<td>0.271</td>
<td>0.644</td>
<td>0.636</td>
<td>0.569</td>
<td>0.608</td>
<td>0.648</td>
<td>0.664</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>1.3</td>
<td>0.571</td>
<td>0.928</td>
<td>0.930</td>
<td>0.896</td>
<td>0.898</td>
<td>0.926</td>
<td>0.933</td>
<td>–</td>
</tr>
</tbody>
</table>

k = 17 variants, \(a_0 = 0.1\), n cases and n controls. The significance level is at 0.05.
while that of $b$ had three quartiles –0.100, –0.007 and 0.064, and mean –0.029. Note that 95% pointwise confidence envelopes (implemented in R package car) were drawn on the Q-Q plots (fig. 1 b, d and f): there were 125, 109 and 86 points outside the confidence bounds in figure 1 b, d, f, respectively. When the Kolmogorov-Smirnov goodness-of-fit test was applied to cases b, d and f, we obtained the p values of $2 \times 10^{-7}$, 0.068 and 0.163, respectively. Hence, in summary, the aSum test statistics had the best fit to the theoretical null distribution $a^2 + b$.

Table 2 lists the results for the aSum test with various values of the cutoff $\alpha_0$ for $n = 500$. It seems that the results were not too sensitive to $\alpha_0$ for $\alpha_0$ around 0.1. However, for $\alpha_0 = 0.5$ or 1, there was a substantial loss of power.

**HapMap Data for Gene CHI3L2**

Wang and Elston [2007] and Pan [2009] conducted a simulation study based on real LD patterns within the CHI3L2 gene as observed in the HapMap data, for which the Sum test performed well. The SNPs of the CHI3L2 gene for the 90 CEU (Utah residents with ancestry from northern and western Europe) individuals from the HapMap site were downloaded in June 2008. For data processing, the same procedure as the previous authors used was followed: first, we excluded SNPs with MAF $\leq$ 0.2, leaving 23 SNPs. Second, we did a single imputation for each of the missing genotypes by randomly drawing an observed genotype of the same SNP. Third, we used the dosage coding for the SNPs and applied the algorithm described earlier to minimize the number of negative pairwise SNP-SNP correlations. Fourth, we deleted redundant SNPs that were perfectly correlated with other SNPs. There was substantial LD among the remaining 17 SNPs as indicated by the distribution of their pairwise Pearson’s correlation coefficients, which ranged from –0.388 to 0.989. Fifth, we repeatedly sampled (with replacement) subjects from the 90 CEU individuals. Finally, we chose SNP rs2182114 as disease-causing and generated disease indicators from the logistic model (6) with the same $\beta_0$ and other possible values of OR.

The simulation results for the sample sizes $n = 500$ and $n = 1,000$ with 1,000 replicates are shown in table 3. Here the aSum test had a correct type I error rate. Furthermore, it had the highest power with a slight edge over the SSU and SSUw tests. In particular, it outperformed the Sum test, although the latter also worked quite well. We also noted that the naive naSum test without adjustment again had highly inflated type I error rates.

**Fig. 1.** Distributions of the naive score test statistics $U/V(a)$ (a), the adjusted score statistics $(U - U_0)/V_0$ (c) and $(aSum - b)/a$ (e), and their observed values against the quantiles from $N(0.3, 1)$ (b), $N(0, 1)$ (d) and $\chi^2_1$ (f), respectively. All are based on $n = 500$ and 1,000 replicates of the simulated data with a compound symmetry covariance structure.
Adaptive Association Test for Multiple Common or Rare Variants

HapMap Data for Gene IL21R

As shown by Chapman and Whittaker [2008] and Pan [2009], the Sum test did not perform well in the region of gene IL21R. We followed exactly the same steps as for gene CHI3L2 except that the disease-causing SNP was selected randomly and then excluded from the data in each simulation run. At the end, we had 28 SNPs.

The simulation results based on n = 500, n = 1,000 and 1,000 replicates are shown in table 4. As expected, the Sum test had low power, while the UminP test was most powerful. Nevertheless, the power of the aSum test (and its permutation-based version, aSum-P) was only slightly lower than that of the UminP test. Note that the naive naSum test had highly inflated type I error rates.

As suggested by a reviewer, we also downloaded phased haplotype data of the 60 HapMap CEU subjects. We followed a similar procedure as before (except that there was no need to impute because there was no missing value), leading to 20 SNPs. The results for the two sample sizes based on 1,000 replicates are shown in table 5. The same conclusions can be drawn: the UminP test had the highest power, closely followed by the aSum-P and aSum tests; in particular, the aSum-P and aSum tests were much more powerful than the Sum test.

### Table 4. Type I error and power based on 1,000 replicates for gene IL21R

<table>
<thead>
<tr>
<th>n</th>
<th>OR</th>
<th>Score</th>
<th>SSU</th>
<th>SSUw</th>
<th>UminP</th>
<th>Sum</th>
<th>aSum-P</th>
<th>aSum</th>
<th>naSum</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>1.0</td>
<td>0.039</td>
<td>0.042</td>
<td>0.044</td>
<td>0.055</td>
<td>0.050</td>
<td>0.047</td>
<td>0.048</td>
<td>0.354</td>
</tr>
<tr>
<td></td>
<td>1.2</td>
<td>0.123</td>
<td>0.202</td>
<td>0.208</td>
<td>0.182</td>
<td>0.164</td>
<td>0.225</td>
<td>0.212</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>1.3</td>
<td>0.205</td>
<td>0.402</td>
<td>0.402</td>
<td>0.417</td>
<td>0.304</td>
<td>0.422</td>
<td>0.415</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>1.4</td>
<td>0.369</td>
<td>0.594</td>
<td>0.589</td>
<td>0.652</td>
<td>0.432</td>
<td>0.644</td>
<td>0.626</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>0.526</td>
<td>0.737</td>
<td>0.740</td>
<td>0.829</td>
<td>0.527</td>
<td>0.784</td>
<td>0.768</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>1.6</td>
<td>0.691</td>
<td>0.828</td>
<td>0.836</td>
<td>0.909</td>
<td>0.607</td>
<td>0.851</td>
<td>0.877</td>
<td>–</td>
</tr>
<tr>
<td>1,000</td>
<td>1.0</td>
<td>0.042</td>
<td>0.044</td>
<td>0.043</td>
<td>0.047</td>
<td>0.034</td>
<td>0.052</td>
<td>0.057</td>
<td>0.343</td>
</tr>
<tr>
<td></td>
<td>1.2</td>
<td>0.214</td>
<td>0.390</td>
<td>0.391</td>
<td>0.408</td>
<td>0.286</td>
<td>0.381</td>
<td>0.367</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>1.3</td>
<td>0.441</td>
<td>0.679</td>
<td>0.670</td>
<td>0.730</td>
<td>0.499</td>
<td>0.714</td>
<td>0.699</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>1.4</td>
<td>0.726</td>
<td>0.826</td>
<td>0.826</td>
<td>0.918</td>
<td>0.604</td>
<td>0.839</td>
<td>0.869</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>0.905</td>
<td>0.912</td>
<td>0.920</td>
<td>0.975</td>
<td>0.699</td>
<td>0.944</td>
<td>0.941</td>
<td>–</td>
</tr>
</tbody>
</table>

k = 27 variants, a₀ = 0.1, n cases and n controls. The significance level is at 0.05.

### Table 5. Power based on 1,000 replicates of the phased-haplotype data for gene IL21R

<table>
<thead>
<tr>
<th>n</th>
<th>OR</th>
<th>Score</th>
<th>SSU</th>
<th>SSUw</th>
<th>UminP</th>
<th>Sum</th>
<th>aSum-P</th>
<th>aSum</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>1.2</td>
<td>0.121</td>
<td>0.140</td>
<td>0.134</td>
<td>0.139</td>
<td>0.076</td>
<td>0.143</td>
<td>0.123</td>
</tr>
<tr>
<td></td>
<td>1.4</td>
<td>0.333</td>
<td>0.345</td>
<td>0.359</td>
<td>0.425</td>
<td>0.162</td>
<td>0.391</td>
<td>0.344</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>0.447</td>
<td>0.448</td>
<td>0.473</td>
<td>0.524</td>
<td>0.228</td>
<td>0.488</td>
<td>0.430</td>
</tr>
<tr>
<td>1,000</td>
<td>1.2</td>
<td>0.202</td>
<td>0.231</td>
<td>0.219</td>
<td>0.247</td>
<td>0.137</td>
<td>0.220</td>
<td>0.198</td>
</tr>
<tr>
<td></td>
<td>1.3</td>
<td>0.391</td>
<td>0.398</td>
<td>0.412</td>
<td>0.491</td>
<td>0.200</td>
<td>0.435</td>
<td>0.394</td>
</tr>
<tr>
<td></td>
<td>1.4</td>
<td>0.567</td>
<td>0.562</td>
<td>0.576</td>
<td>0.632</td>
<td>0.284</td>
<td>0.578</td>
<td>0.530</td>
</tr>
</tbody>
</table>

k = 19 variants, a₀ = 0.1, n cases and n controls. The significance level is at 0.05.

Rare Variants

Simulation Setups

We independently generated k rare mutations, each with a mutation rate or MAF uniformly distributed between 0 and 0.05 with the constraint \( \sum_{j=1}^k MAF_j = 0.05 \) or 0.01. The disease outcome was generated from a joint logistic regression model (1) with sample size n = 500. Several cases were considered. (i) Ideal case: with all \( \beta_1 = \ldots = \beta_k = \log(OR) \); (ii) nonideal: \( \beta_1 = \beta_2 = \beta_3 = \ldots = \beta_k = 0 \).
In addition, for each case, we also considered adding a few independent and nonfunctional (i.e. noncausal) common variants or rare variants, and investigated the corresponding power properties of the various tests.

Simulation Results

For the ideal situation with all causal associations in the same direction, the simulation results based on $n = 500$ and 1,000 replicates are shown in Table 6. It is clear that the Sum test and the w-Sum test of Madsen and Browning [2009] performed best, closely followed by the aSum-P and aSum tests. Next came the aSumC-P and aSumC tests, which had higher power than the CMC test. Note that the naive naSum test had a hugely inflated type I error rate at 0.617.

When two common nonfunctional variants were added (Table 7), the aSumC-P and aSumC tests outperformed the aSum-P and aSum tests but CMC had even higher power while both the Sum and w-Sum tests per-
formed poorly. In these situations, it was somewhat surprising that the score and SSUw tests were the winners; note that because the SNPs were not in LD, the score and SSUw tests were expected to be close. When more nonfunctional rare variants were added (table 11), the various versions of the aSum tests performed similarly, better than the CMC test, and far better than the w-Sum test, although the SSU test was an overall winner. Interestingly, for a higher sum of the MAFs for nonfunctional rare variants, the score and SSUw tests performed well; in contrast, if the sum of the MAFs was low, the score and SSUw tests had minimal power.

**Example**

Amyotrophic lateral sclerosis (ALS) is a fatal neurodegenerative disease leading to paralysis and death, typically within 3–5 years from onset. Despite evidence for a role for genetics, little is known about common genetic variants linking to sporadic ALS. Schymick et al. [2007] conducted a GWAS to identify genetic variants predisposing to developing ALS in a cohort of 276 American sporadic ALS cases and 268 neurologically normal controls. The original study assayed 555,352 unique SNPs for each subject. By testing each individual SNP separately, Schymick et al. [2007] identified a list of 34 most significant SNPs, although none of them was statistically significant after a genome-wide multiple test adjustment.

We randomly picked nine SNPs from the list of 34 significant common SNPs of Schymick et al. [2007], including the most significant one, rs4363506, which had a p value of $6.8 \times 10^{-7}$ by univariate 2-DF $\chi^2$ test. For each of the nine SNPs, we extracted ten neighboring SNPs upstream and another ten downstream, then applied the default LD blocking algorithm implemented in Haploview (v4.1) [Barrett et al., 2005] to each 21-SNP region for the control group. Three SNPs were included in the LD block for SNP rs4363506, while four were included for SNP rs332389. As for any multimarker analysis, we had to choose an LD block [Gabriel et al., 2002] to analyze in a region of interest. The goal was to strike a balance between including as many informative SNPs as possible.
and controlling for increasing DF. Here we chose an LD block often used in haplotype analysis, although it is not clear how to do so optimally; other strategies, such as using sliding windows with various window sizes (e.g., Guo et al., 2009 and references therein), may be adopted, although issues of high computational demand and multiple testing adjustments have to be addressed.

We applied various multimarker genotype-based tests to each block for each of the nine candidate SNPs. We used the general 2-DF coding for each SNP. For two candidate SNPs, rs4363506 and rs332389, the aSum test based on $B = 100$ gave much more significant $p$ values than the other tests, while the differences for the other seven SNPs were not big (not shown). However, by checking the Q-Q plots, we had some doubts about the goodness-of-fit of the far right tail of the proposed theoretical null distribution. Hence, we used $B = 5 \times 10^6$ for the aSum-P test (table 12). It is worth pointing out the dramatic $p$ value differences between the Sum and aSum-P tests. Albeit not conclusive, the $p$ values of the aSum-P test, which were more significant than those of the Sum test for the two SNPs, were in agreement with those of the UminP and other tests, suggesting possible follow-up studies on the two loci.

Table 10. Power based on 1,000 replicates for a nonideal case for nine causal rare variants and a number of nonfunctional common variants (NF)

<table>
<thead>
<tr>
<th>NF</th>
<th>MAF</th>
<th>Score</th>
<th>SSU</th>
<th>SSUw</th>
<th>UminP</th>
<th>Sum</th>
<th>aSum-P</th>
<th>aSum</th>
<th>aSumC-P</th>
<th>aSumC</th>
<th>CMC</th>
<th>w-Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>–</td>
<td>0.806</td>
<td>0.826</td>
<td>0.806</td>
<td>0.586</td>
<td>0.522</td>
<td>0.787</td>
<td>0.759</td>
<td>0.752</td>
<td>0.757</td>
<td>0.722</td>
<td>0.513</td>
</tr>
<tr>
<td>1</td>
<td>0.02</td>
<td>0.751</td>
<td>0.713</td>
<td>0.755</td>
<td>0.574</td>
<td>0.424</td>
<td>0.655</td>
<td>0.611</td>
<td>0.624</td>
<td>0.595</td>
<td>0.583</td>
<td>0.403</td>
</tr>
<tr>
<td>1</td>
<td>0.05</td>
<td>0.749</td>
<td>0.489</td>
<td>0.760</td>
<td>0.577</td>
<td>0.343</td>
<td>0.552</td>
<td>0.510</td>
<td>0.545</td>
<td>0.521</td>
<td>0.584</td>
<td>0.335</td>
</tr>
<tr>
<td>2</td>
<td>0.02</td>
<td>0.712</td>
<td>0.659</td>
<td>0.707</td>
<td>0.570</td>
<td>0.371</td>
<td>0.599</td>
<td>0.543</td>
<td>0.601</td>
<td>0.573</td>
<td>0.566</td>
<td>0.362</td>
</tr>
<tr>
<td>2</td>
<td>0.05</td>
<td>0.718</td>
<td>0.376</td>
<td>0.719</td>
<td>0.568</td>
<td>0.269</td>
<td>0.458</td>
<td>0.405</td>
<td>0.494</td>
<td>0.454</td>
<td>0.567</td>
<td>0.255</td>
</tr>
</tbody>
</table>

The effect sizes of the nine causal SNPs are (OR_p, OR_p, OR_p, 0.5, 0.5, 0.5, 1.5, 1.5, 1.5) with OR_p = 3. The sum of the MAFs of the nine causal variants is set to be 0.05, $a_0 = 0.1$, $n = 500$, and the significance level is at 0.05.

Table 11. Power based on 1,000 replicates for a nonideal case for nine causal rare variants and a number of nonfunctional rare variants (NF), each with the same MAF as that of a corresponding causal variants

<table>
<thead>
<tr>
<th>NF</th>
<th>sMAF</th>
<th>Score</th>
<th>SSU</th>
<th>SSUw</th>
<th>UminP</th>
<th>Sum</th>
<th>aSum-P</th>
<th>aSum</th>
<th>aSumC-P</th>
<th>aSumC</th>
<th>CMC</th>
<th>w-Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.05</td>
<td>0.806</td>
<td>0.826</td>
<td>0.806</td>
<td>0.586</td>
<td>0.522</td>
<td>0.787</td>
<td>0.759</td>
<td>0.752</td>
<td>0.757</td>
<td>0.722</td>
<td>0.513</td>
</tr>
<tr>
<td>0</td>
<td>0.01</td>
<td>0.075</td>
<td>0.211</td>
<td>0.076</td>
<td>0.030</td>
<td>0.140</td>
<td>0.220</td>
<td>0.181</td>
<td>0.220</td>
<td>0.181</td>
<td>0.139</td>
<td>0.141</td>
</tr>
<tr>
<td>5</td>
<td>0.05</td>
<td>0.714</td>
<td>0.787</td>
<td>0.693</td>
<td>0.608</td>
<td>0.424</td>
<td>0.668</td>
<td>0.626</td>
<td>0.645</td>
<td>0.606</td>
<td>0.570</td>
<td>0.420</td>
</tr>
<tr>
<td>5</td>
<td>0.01</td>
<td>0.067</td>
<td>0.178</td>
<td>0.031</td>
<td>0.029</td>
<td>0.131</td>
<td>0.184</td>
<td>0.152</td>
<td>0.184</td>
<td>0.152</td>
<td>0.127</td>
<td>0.137</td>
</tr>
<tr>
<td>9</td>
<td>0.05</td>
<td>0.654</td>
<td>0.746</td>
<td>0.620</td>
<td>0.616</td>
<td>0.348</td>
<td>0.574</td>
<td>0.525</td>
<td>0.593</td>
<td>0.548</td>
<td>0.541</td>
<td>0.343</td>
</tr>
<tr>
<td>9</td>
<td>0.01</td>
<td>0.059</td>
<td>0.167</td>
<td>0.010</td>
<td>0.044</td>
<td>0.121</td>
<td>0.172</td>
<td>0.141</td>
<td>0.172</td>
<td>0.141</td>
<td>0.117</td>
<td>0.125</td>
</tr>
</tbody>
</table>

The effect sizes of the nine causal SNPs are (OR_p, OR_p, OR_p, 0.5, 0.5, 0.5, 1.5, 1.5, 1.5) with OR_p = 3. The sum of the MAFs of the nine causal variants is sMAF, $a_0 = 0.1$, $n = 500$, and the significance level is at 0.05.

Table 12. $p$ values from various tests on two LD blocks with 3 and 4 SNPs, respectively

<table>
<thead>
<tr>
<th>SNP</th>
<th>Chrom</th>
<th>Score</th>
<th>SSU</th>
<th>SSUw</th>
<th>UminP</th>
<th>Sum</th>
<th>aSum-P</th>
<th>aSum</th>
<th>aSumC-P</th>
<th>aSumC</th>
<th>CMC</th>
<th>w-Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>rs4363506</td>
<td>10q26.13</td>
<td>4.0 × 10^{-5}</td>
<td>9.0 × 10^{-6}</td>
<td>1.6 × 10^{-5}</td>
<td>1.3 × 10^{-6}</td>
<td>0.0122</td>
<td>1.8 × 10^{-6}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>rs332389</td>
<td>3p14.1</td>
<td>0.0011</td>
<td>1.7 × 10^{-6}</td>
<td>6.4 × 10^{-6}</td>
<td>1.0 × 10^{-5}</td>
<td>0.0108</td>
<td>1.0 × 10^{-6}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

and controlling for increasing DF. Here we chose an LD block often used in haplotype analysis, although it is not clear how to do so optimally; other strategies, such as using sliding windows with various window sizes (e.g., Guo et al., 2009 and references therein), may be adopted, although issues of high computational demand and multiple testing adjustments have to be addressed.

We applied various multimarker genotype-based tests to each block for each of the nine candidate SNPs. We used the general 2-DF coding for each SNP. For two candidate SNPs, rs4363506 and rs332389, the aSum test based on $B = 100$ gave much more significant $p$ values than the other tests, while the differences for the other seven SNPs were not big (not shown). However, by checking the Q-Q plots, we had some doubts about the goodness-of-fit of the far right tail of the proposed theoretical null distribution. Hence, we used $B = 5 \times 10^6$ for the aSum-P test (table 12). It is worth pointing out the dramatic $p$ value differences between the Sum and aSum-P tests. Albeit not conclusive, the $p$ values of the aSum-P test, which were more significant than those of the Sum test for the two SNPs, were in agreement with those of the UminP and other tests, suggesting possible follow-up studies on the two loci.
Discussion

We have proposed and studied a data-adaptive aSum test for genetic association with multiple common and/or rare variants. As the Sum test, it aims to minimize the cost of high DF and eliminate the need for multiple testing adjustment while utilizing information on multiple variants; these multiple variants may be SNPs in LD in a sliding window or LD block, or may be unlinked rare variants. Its major advantages include its easy use, simplicity, and applicability to both common and rare variants. We used permutations to correct for the effects of the data-adaptive aSum test on the null distribution of the resulting score (or Wald) test statistic. We also discussed the use of an approximate null distribution to derive p values based on a small number of permutations to save computing time; however, the theoretical approximation may not work well, and further studies are needed. Therefore, whenever feasible, e.g. in candidate gene association studies or with parallel computing resources, we recommend the use of the permutation-based aSum-P test. We conducted extensive simulations to evaluate its performance for common variants, establishing its superior performance over a wide range of scenarios. We also empirically compared its statistical power with other methods for rare variants, showing its potential use and improved performance in some situations. In anticipation of the future use of next-generation resequencing and other technologies to survey genetic architectures of both common and rare variants, further studies are needed to evaluate its performance for rare variants. In particular, to maximize power in practical situations, it would be desirable to incorporate automatic variant selection before applying the test.

Acknowledgments

This research was partially supported by NIH grants GM081535 and HL65462. The authors thank the reviewers and Dr Weihua Guan for helpful comments.

References


Walsh T, McClellan JM, McCarthy SE, Addington AM, Pierce SB, et al: Rare structural variants disrupt multiple genes in neurodevelopmental pathways in schizophrenia. Science 2008;320:539–543.


