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Abstract
For both model-free and model-based linkage analysis the S.A.G.E. (Statistical Analysis for Genetic Epidemiology) program package has some unique capabilities in analyzing both continuous traits and binary traits with variable age of onset. Here we highlight model-based linkage analysis of a quantitative trait (plasma dopamine β hydroxylase) that is known to be largely determined by monogenic inheritance, using a prior segregation analysis to produce the best fitting model for the trait. For a binary trait with variable age of onset (schizophrenia), we illustrate how using age of onset information to obtain a quantitative susceptibility trait leads to more statistically significant linkage signals, suggesting better power.

Introduction
There are many computer programs that implement the various statistical methods of linkage analysis. Our purpose here is to indicate some of the features available in the program package S.A.G.E. (Statistical Analysis for Genetic Epidemiology) [1], explaining how these features are best used to obtain optimal validity and power. We do this by comparing a few of the various options available for two different types of multipoint linkage analysis on one common set of pedigree data. These pedigrees were ascertained because they segregate for schizophrenia, and we chose them for illustration because they were typed for linkage analysis using the Illumina version 4 linkage panel [2] and have values of plasma dopamine β hydroxylase (pDβH) concentration on 284 of the 922 family members. We first briefly describe the main functions of some of the relevant programs available and then describe a model-based analysis of pDβH, a quantitative trait, and a model-free analysis of a binary disease, schizophrenia, with and without using information on age of onset.

S.A.G.E. comprises 17 programs for the analysis of genetic epidemiological data, designed for analyzing pedigree data but also capable of analyzing data on unrelated individuals. Here we first highlight those programs that can be used to perform linkage analysis and then illustrate the use of some of them. Programs are also available for pedigree structure statistics, and marker and relationship error detection. Furthermore the program ASSOC, though originally designed for association analysis, can also be used for linkage analysis using a TDT (transmis-
For model-based linkage analysis, the program MLOD performs multipoint model-based LOD-score linkage analysis on small pedigrees and LODLINK is the two-point equivalent but can accommodate large pedigrees. A unique feature of S.A.G.E. is the program SEGREG, which can perform segregation analysis with the ability to output penetrance files for the model-based linkage programs LODLINK and MLOD.

For model-free linkage analysis, which we define as a linkage analysis where no particular mode of inheritance is assumed for the trait being analyzed, there are three programs. First, SIBPAL analyzes data (qualitative or quantitative) on sibships as a function of marker allele sharing identity-by-descent (IBD), and includes Haseman-Elston (H-E) regression. Second, RELPAL is a new regression-based univariate or multivariate model-free linkage program that extends the H-E approach to multiple relative types and to a two-level analysis, as proposed by Wang and Elston [4]. Both SIBPAL and RELPAL use either the single- or the multi-marker IBD information produced by the S.A.G.E. program GENIBD, which is relatively fast, to investigate linkage at one or more trait loci, including epistatic interactions and covariate effects. Third, LODPAL was designed to perform linkage analysis based on the LOD score formulation for affected sib pairs (ASPs) [5], but has been generalized to use information from both affected and discordant relative pairs in general. The current implementation is that of the general conditional logistic model proposed by Olson [6], with the possibility of the one-parameter model of Goddard et al. [7] based on the min-max statistic of Whittemore and Tu [8]. The model allows for the inclusion of all affected relative pairs, together with covariates or discordant sibling pairs, with the possibility of pooling unaffected relative pairs together with affected relative pairs.

**Methods**

*Model-Based Linkage Analysis of a Quantitative Trait*

To perform model-based linkage analysis we need to assume a trait model, or fit the trait model by segregation analysis. The trait model includes the known (or assumed) trait locus allele frequencies and the values of the penetrance functions (which are usually probability mass functions but, in the case of continuous traits, can be probability density functions) for the genotypes at the trait locus. The SEGREG program in S.A.G.E. can fit very general segregation models for both binary and continuous traits, and outputs a ‘type’ file that includes the individual-specific penetrance function values conditional on any fitted segregation model. This type file can then be used for model-based linkage analysis by LODLINK or MLOD. For the quantitative trait pDBH, a low-value dominant model under a square-root transformation was shown to produce the best genome-wide linkage signal, on chromosome 9 at the DBH structural locus [9]. Here we illustrate the fitting of the low-value dominant model with SEGREG, incorporating residual familial correlations and various power transformations and covariates; we then investigate how these factors affect the linkage result.

In SEGREG, we have the option to use Bonney’s class D regressive model [10], which allows for the incorporation of familial correlations. The pDBH activities were assumed to have a low-value dominant mode of inheritance; i.e. we assumed a mixture of two density functions, the one with lower mean for genotypes AA and AB, and the one with higher mean for genotype BB. We investigated both sex and schizophrenia status as binary covariates of the genotype means but here only illustrate this for the one covariate sex (neither was significant). SEGREG allows for transforming the trait using the standardized Box-Cox transformation (see Appendix) [11], simultaneously estimating the power parameter together with all the other parameters of the segregation model. It is assumed that, conditional on genotype, after transformation the phenotype $y$ is normally distributed.

Models with various transformations using the general two-parameter standardized Box-Cox transformation (Appendix) were fitted, under which we obtained maximum likelihood estimates (MLEs) of all unknown parameters. First, we set $\lambda_1 = 1$ and $\lambda_2 = 1$ to fit a model with no transformation. If $0 \leq \lambda_1 \leq 1$, in some cases $\lambda_2 = 0$ could result in erroneous transformed distributions (see Appendix) and so, for the other three power transformations used in this study, we fixed $\lambda_2$ to have a small value, 0.1. Then $\lambda_1 = 0.5$ approximates the square-root transformation and $\lambda_1 = 0$ approximates the logarithmic transformation. We also fitted a model to obtain the MLEs of all parameters other than $\lambda_2$, but including $\lambda_1$. SEGREG outputs likelihoods for the segregation models using the standardized Box-Cox transformation, i.e. adjusted by the Jacobian of the transformation, with the result that all the likelihoods are for the same (untransformed) data and hence comparable.

In SEGREG, the following correlations among the residuals from the predicted genotype means can be allowed in a class D regressive model: $p_{AB}$, spouse (father-mother); $p_{AO}$, mother-offspring; $p_{FO}$, father-offspring; and $p_{SS}$, sibling. Under the class D assumption, the sibling correlation is not constrained to be due to common parentage alone, as is the case for the class A regressive model; in this latter model the sibling correlation can only be larger than the parent-offspring correlation if the spouse correlation is negative. The residuals are assumed to follow a multivariate normal distribution across family members. Thus the power transformation helps to assure this normality, so that a major gene model is fitted allowing for an approximately normally distributed cumulative effect of various factors, such as polygenes and environmental factors, that are not separately distinguished. In each case we fitted familial correlations as for the usual mixed major-gene/polygenic model, i.e. equal parent-offspring and sib-sib correlations, and no spouse correlation. We also fitted models without any familial correlations, for comparison. For each fitted
model, the type file includes each individual’s penetrance function values for each genotype after the class D regressive model has been fitted, thus allowing for residual familial correlations, and this was used as an input file for MLOD. We performed model-based multipoint linkage analysis for pDβH activity specifically for chromosome 9. LODs were estimated at the markers and at intervals of 2 cM.

**Estimating Marker Allele Frequency and Exact Multipoint IBD Sharing**

MLEs of the pedigree founder marker allele frequencies were estimated by the S.A.G.E. program FREQ, using the genotype data available on all the pedigree members. These were used for the model-based linkage analysis of pDβH activity, as well as for estimating multipoint IBD sharing by GENIBD for the model-free analysis of schizophrenia described below; in this case GENIBD was used to estimate exact multipoint IBD sharing distributions for five types of relative pairs, for each marker location and at intervals of 2 cM.

**Model-Free Linkage Analysis of a Disease Trait with and without Age of Onset Information**

For a binary trait, SIBPAL performs the usual mean test and proportion test of allele sharing among ASPs, as well as the analogous tests for discordant and concordantly unaffected sib pairs. For these tests, estimates are obtained of $f_0$, $f_1$ and $f_2$, the probabilities that sibs share 0, 1, or 2 alleles IBD. For quantitative traits SIBPAL performs various types of H-E regression [4]. For binary traits with a variable age of onset, S.A.G.E. has the capability of using age of onset information in a model-free linkage analysis. The program AGEON obtains MLEs of parameters that determine 'susceptibility' to disease as a function of age, producing a quantitative susceptibility trait for each individual.

Let $\gamma$ be the probability a sib is susceptible, by which we mean that individual will eventually become affected. This implies a sib who is not susceptible will never become affected (even, theoretically, should the sib live infinitely long). Let the cumulative distribution function of the age of onset, $a$ (relevant only for susceptible sibs), be $\Phi(a)$. Then the probability that a sib is affected by age $a$ is $\gamma\Phi(a)$, and $1 - \gamma\Phi(a)$ is the probability of not being affected by age $a$. If unaffected by age $a$, the probability of a sib being susceptible is $P(\text{susceptible})P(\text{unaffected at age } a | \text{ susceptible}) / P(\text{unaffected at age } a) = \gamma [1 - \Phi(a)] / [1 - \gamma\Phi(a)]$. Thus the probability a sib is susceptible, conditional on the binary phenotype and age $a$, is 1 if the sib is affected, and $\gamma [1 - \Phi(a)] / [1 - \gamma\Phi(a)]$ if the sib is unaffected at age $a$. We call this probability the sib’s susceptibility trait.

The affection status of the parents (each of the two parents may be affected, unaffected or unknown) form a categorical covariate with 6 classes [12] and hence allows estimation of 6 corresponding values of $\gamma$. Using both affected and unaffected individuals, AGEON also Box-Cox transforms the age of onset, which is assumed to be normally distributed after transformation. Thus age of onset is assumed to follow a power-normal distribution but, for the same reasons as stated above, $\lambda_2$ is set to a small value (we used 0.5, the default value). AGEON obtains the MLEs of the mean and variance of the age of onset distribution, together with the 6 values of susceptibility to disease, $\gamma$ − the probability of ever being affected. The likelihood is also maximized constraining these 6 susceptibilities to be equal, allowing for a likelihood ratio test of this as a null hypothesis.

We performed analyses using SIBPAL for (1) the binary trait affection status, and (2) two different quantitative traits. The mean test and the proportion test were used for the binary trait and H-E regression tests were performed for two quantitative traits – the binary trait as a $(0, 1)$ quantitative trait [13] and the susceptibility trait as produced by the program AGEON.

SIBPAL has the option to use either the best linear unbiased predictor (BLUP) of the sibship mean or the overall sample mean when mean-correcting the squared sib-pair sum, which can be combined with the squared sib-pair difference to form the dependent variable. It has been shown that these methods that use a mean-corrected sum are asymptotically more powerful than the original H-E method, which is independent of the population mean [4, 14]. The sibship-specific mean is the mean of the trait values for a given sibship and is estimated as the average

$$\bar{x} = \frac{1}{N_s} \sum_{i=1}^{N_s} x_i,$$

where $N_s$ is the number of sibs in a particular sibship. The BLUP of the mean for that sibship is then

$$w\bar{x} + (1 - w)\bar{x},$$

where $w = \sigma^2_a / \left( \sigma^2_a + \sigma^2_p/N_s \right)$, where $\sigma^2_p$ is the variance among sibs within sibships. We used option W4 in SIBPAL, which is asymptotically optimal, to combine the sib-pair sum and the sib-pair difference [15], obtaining both asymptotic and empirical $p$ values from the permutation distribution. For the latter, estimates of IBD sharing, used as the predictor in the regression, are permuted by SIBPAL both within sibships and across sibships of the same size. We compared these results to the original H-E method. In addition, for option W4, we compared the results obtained using the sample mean to the results using the BLUP of the sibship mean.

**Results**

**Segregation Models**

An earlier study fitted the segregation model under a square-root transformation model by fixing $\lambda_1 = 0.5$ and $\lambda_2 = 0.1$ [9]. In this study, we fixed $\lambda_2 = 0.1$. Among the four low-value dominant models under the square-root transformation in table 1 (models 1, 2, 3, and 4), the two models incorporating familial correlations (models 1 and 3, assuming equal parent-offspring and sib-sib correlations) fitted better according to Akaike’s A information criterion (AIC) [16] than the two without familial correlations (models 2 and 4). Moreover, including sex as a covariate for the genotype means did not improve the fit, and in fact yielded a worse fitting model (compare the AIC values: model 1 with 3, model 2 with 4), and sex as a covariate was not significant (table 1). Models using either a log-
arithmic or estimated power transformation fitted these data better than models using a square-root transformation, as judged by their AIC values, but all fitted better than models with no transformation.

Model-Based Linkage Analysis

As shown in figure 1, among the four low-value dominant models using the square-root transformation, the two models incorporating familial correlations produced higher linkage signals on chromosome 9 compared with the two models ignoring familial correlations. The model including sex as a covariate for the genotype means produced a lower linkage signal compared to the model without the covariate. These results are consistent with the results from segregation analysis in that the better fitting model produced a better linkage signal. Among all the models in table 1, the best linkage signal on chromosome 9 was produced by model 1, the square-root transformation model incorporating familial correlations but without a sex covariate (fig. 1). The maximum LOD for this model was 5.94.

Comparing linkage results under the dominant models using various transformations (fig. 2), the model using a square-root transformation produced the highest linkage signal, while the model using the estimated transformation power \( \lambda_1 \), which converged to a low-value recessive model, produced the lowest linkage signal. Thus, restricting the model to be dominant for low values, as found in previous studies [17, 18], was necessary to obtain a segregation model useful for linkage analysis.

### Table 1. Estimates of the parameters for low-value dominant inheritance under various models, defined by transformations, with (+) and without (−) sex as a covariate, and with (+) and without (−) familial correlations, using 284 individuals with pDBH activities in 70 pedigrees

<table>
<thead>
<tr>
<th>Models</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transformation</td>
<td>Square-root</td>
<td>Square-root</td>
<td>Square-root</td>
<td>Square-root</td>
<td>None</td>
<td>Logarithm</td>
<td>Estimated power( ( \lambda_1 ) )</td>
</tr>
<tr>
<td>Familial correlations</td>
<td>+</td>
<td>−</td>
<td>+</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Covariate</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>( q_A )</td>
<td>0.51 ± 0.07</td>
<td>0.39 ± 0.05</td>
<td>0.52 ± 0.07</td>
<td>0.40 ± 0.05</td>
<td>0.59 ± 0.04</td>
<td>0.11 ± 0.03</td>
<td>0.52 ± 0.05</td>
</tr>
<tr>
<td>( \mu_{AA} )</td>
<td>8.00 ± 1.07</td>
<td>6.41 ± 0.69</td>
<td>8.12 ± 1.01</td>
<td>6.52 ± 0.69</td>
<td>10.64 ± 0.72</td>
<td>1.91 ± 0.39</td>
<td>1.78 ± 0.29</td>
</tr>
<tr>
<td>( \mu_{AB} )</td>
<td>8.00 ± 1.07</td>
<td>6.41 ± 0.69</td>
<td>8.12 ± 1.01</td>
<td>6.52 ± 0.69</td>
<td>10.64 ± 0.72</td>
<td>1.91 ± 0.39</td>
<td>15.41 ± 1.37</td>
</tr>
<tr>
<td>( \mu_{BB} )</td>
<td>34.14 ± 4.6</td>
<td>26.70 ± 2.1</td>
<td>34.71 ± 4.4</td>
<td>27.11 ± 2.2</td>
<td>42.47 ± 1.6</td>
<td>1.39 ± 1.26</td>
<td>15.41 ± 1.37</td>
</tr>
<tr>
<td>( \beta_{sex} )</td>
<td>0.72 ± 1.03</td>
<td>1.40 ± 1.04</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>( \rho_{PO} = \rho_{SS} )</td>
<td>0.23 ± 0.07</td>
<td>0</td>
<td>0.23 ± 0.06</td>
<td>0</td>
<td>0.22 ± 0.05</td>
<td>0.13 ± 0.07</td>
<td>0.37 ± 0.07</td>
</tr>
<tr>
<td>( \lambda_1 )</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>1</td>
<td>0</td>
<td>0.01 ± 0.06</td>
</tr>
<tr>
<td>Akaike’s AIC</td>
<td>2,118.04</td>
<td>2,123.55</td>
<td>2,116.53</td>
<td>2,123.34</td>
<td>2,210.55</td>
<td>2,109.22</td>
<td>2,087.74</td>
</tr>
</tbody>
</table>

Values are given with standard errors. a Converged to a low-value recessive model. b Frequency of allele A. c Genotype means on the untransformed scale. d Coefficient for mean centered sex, coded as 0 for males and 1 for females.

*Fig. 1.* Multipoint model-based linkage on chromosome 9 under the low-value dominant trait models with a square-root transformation (Box-Cox transformation, \( \lambda_1 = 0.5, \lambda_2 = 0.1 \)), with and without residual familial correlations and sex as a covariate of the genotype means.
Model-Free Linkage Analysis

Model-free linkage analysis of pDBH activity in these pedigrees was reported in [9]. Here we concentrate on schizophrenia as our trait of interest. A brief description of the data is presented in table 2. There were 286 affected individuals with (apart from 11 for whom this information was missing) average age of onset 21.78 years, and 487 unaffected individuals with (apart from 68 for whom this information was missing) average last known age at which the subject was known to be unaffected (age at exam) 57.27 years. In order to increase the amount of information to estimate the age of onset distribution, we imputed the missing ages for those unaffected to be 11, the smallest age at exam in the sample, on the reasonable assumption that this would almost certainly be an age by which these individuals would not have been affected. For the 11 affected individuals missing age of onset, age at exam was available. We now give separate results for schizophrenia considered as a binary trait and as two quantitative traits.

Binary Trait

For the binary trait affected or unaffected with schizophrenia, the smallest p value was obtained on chromosome 13. The results for the usual ASP mean and proportion tests are plotted for chromosome 13 in figure 3. This figure also shows (top three panels) the analogous tests for discordant sib pairs and concordantly unaffected sib pairs. The min-max statistic of Whittemore and Tu [8] should lie between these two lines in the top panel of figure 3, and analogous statistics should lie between the two lines in the next two panels. At position 94.8 cM p-ter, the mean allele sharing for concordantly affected and unaffected sib pairs was significantly larger than expected under the null hypothesis (p < 0.01 and p < 0.05, respectively). The results were also significant for concordantly unaffected sib pairs sharing 0 or 2 alleles IBD, as was the result for ASPs sharing 0 alleles IBD.

Quantitative Traits

For schizophrenia analyzed as a quantitative (0, 1) trait, the analysis using the BLUP of the sibship mean in-
Twice the difference in the log likelihoods between the model with five susceptibilities compared to equal susceptibilities was not significant ($\chi^2 = 3.91$, d.f. = 4), and therefore estimates with the susceptibilities equal were used in the analysis with SIBPAL. The susceptibility for this model was 0.56 and the estimated age of onset distribution had mean 20.9 years and standard deviation 1.92 on the original scale. Using the quantitative susceptibility trait in H-E regression yielded a smaller p value than did the binary unaffected/affected (0, 1) trait (0.00002 vs. 0.001, table 3). The susceptibility trait yielded empirical p values $<0.001$ on chromosomes 2, 11 and 13, with the smallest p value on chromosome 13. We chose to report p values instead of LOD scores as the LOD score can be biased [19]. Table 4 summarizes these quantitative trait results using both the BLUP of the sibship mean and the sample mean to correct the sib-pair trait sum. Empirical p values were calculated using the permutation option in SIBPAL. In all cases, using the original H-E regression resulted in larger p values than the W4 option.

**Discussion**

SEGREG and MLOD are two programs in S.A.G.E. that respectively fit segregation models and perform model-based multipoint linkage analysis. SEGREG can fit models for both quantitative and binary traits; it allows for including covariates for genotype means and genotype variances in the case of a quantitative trait, or covariates of susceptibilities for a binary trait. An example of the flexibility of SEGREG for the segregation analysis of a binary trait is given in Sun et al. [20]. SEGREG incorporates a transformation in the likelihood function for a quantitative trait, and can incorporate a multifactorial effect, and hence residual familial correlations, in two distinct ways – via a regressive model as illustrated here and via a special form of the usual mixed major gene/polygenic model to incorporate a finite number of polygenic loci. It also allows for ascertainment by conditioning the likelihood on the phenotypes of a subset of individuals. MLOD can perform model-based linkage based on a trait model fitted by SEGREG. Our study illustrated fitting genetic models for pDBH activity allowing for familial correlations by using a regressive model, as well as including covariates and incorporating various transformations. The program REGRESS [21, 22] and the updated faster program FINESSE [Florence Deme- nais, personal communication] incorporate regressive
models into the LINKAGE program, and they can simultaneously fit a regressive model while performing linkage analysis ('combined segregation and linkage analysis'), but there are advantages to a two-stage analysis using SEGREG and MLOD separately: incorporating covariates, adjusting for ascertainment, and simultaneously estimating the best transformation. In addition, performing segregation analysis separately enables use of all the data available to obtain the penetrance values and then trim off those individuals with no DNA data for the linkage analysis. If genotype means or variances are dependent on some covariates, SEGREG can incorporate such covariates in the model to overcome the difficulty of directly incorporating them in model-based linkage analysis.

Our results indicated pDBH activity, using the appropriate square-root transformation and fitting the appropriate low-value dominant penetrance model, still required a model with familial correlations, but not a sex covariate, for this model to show higher power to detect linkage. However, among all the models with various transformations, the best fitting model (model 7 in table 1) did not produce a higher linkage signal (the lowest linkage signal in fig. 2). This is consistent with the earlier study showing that the best fitting model may not produce a better linkage result [9]. However, note that in the best fitting model, when $\lambda_1$ was estimated, its standard error was relatively large, i.e. the model is suspect because it has a poorly estimated parameter. This emphasizes the assumption, always made in a model-based linkage analysis, that the genetic model is true. Thus we should be cautious in choosing a model for a model-based linkage analysis.

Our results confirmed accounting for residual familial correlations in the regressive models can increase the power to detect linkage [21]. It is difficult to incorporate a regressive model when parents have missing trait values – typically it is then assumed the grandparent-grandchild residuals are zero. However, the usual mixed model with a latent polygenic component does not require that all parents have trait values. SEGREG could be used to fit a mixed model and hence estimate a residual familial cor-

### Table 3. Most significant $p$ values for tests of $f_2$ and H-E regression (original and the W4 option), chromosome 13

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Location $cM$</th>
<th>Asymptotic $p$</th>
<th>Empirical $p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASP</td>
<td>77.2</td>
<td>0.019</td>
<td>--</td>
</tr>
<tr>
<td>DSP</td>
<td>90.9</td>
<td>0.052</td>
<td>--</td>
</tr>
<tr>
<td>USP</td>
<td>94.7</td>
<td>0.0022</td>
<td>--</td>
</tr>
<tr>
<td>H-E$^a$ (0, 1 quantitative)</td>
<td>94.7</td>
<td>0.002</td>
<td>0.001</td>
</tr>
<tr>
<td>H-E (Susc.$^b$)</td>
<td>94.0</td>
<td>0.00007</td>
<td>0.00002</td>
</tr>
<tr>
<td>H-E (Susc.$^c$)</td>
<td>94.8</td>
<td>0.0001</td>
<td>0.00004</td>
</tr>
</tbody>
</table>

DSP = Discordant sib pairs; USP = unaffected sib pairs. $^a$ H-E regression ($\hat{p} = f^2 + f^1/2$). $^b$ Susceptibility trait with option W4. $^c$ Susceptibility trait with original H-E.

### Table 4. Summary of SIBPAL results for quantitative trait analysis (H-E regression)

<table>
<thead>
<tr>
<th>Trait</th>
<th>Chromosome</th>
<th>BLUP of sibship mean position from p-ter</th>
<th>BLUP of sibship mean empirical $p$ value</th>
<th>Sample mean position from p-ter</th>
<th>Sample mean empirical $p$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0, 1) trait</td>
<td>13</td>
<td>94.8</td>
<td>0.001</td>
<td>94.8</td>
<td>0.002</td>
</tr>
<tr>
<td>Susceptibility trait</td>
<td>2</td>
<td>133.3–135.5</td>
<td>0.0007</td>
<td>128.9</td>
<td>0.006</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>90</td>
<td>0.0006</td>
<td>90.3</td>
<td>0.007</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>94</td>
<td>0.00002</td>
<td>94</td>
<td>0.0006</td>
</tr>
</tbody>
</table>
relation (the same for sibs and parent-offspring) even when parental values are missing (in these data, 38 and 25% of the children have one parent and both parents missing pDBH values, respectively). Using this correlation estimated from the mixed model, we could impute from the siblings’ trait values all missing parental values and then fit a regressive model. Including this information in a linkage analysis via the penetrance function, as we illustrated, would be expected to further improve the linkage signal.

For schizophrenia, analysis of the binary trait yielded nominally significant findings on chromosomes 1 and 11. Previous studies have found linkage to chromosome 8 (for these data [23]). Other studies have previously reported findings suggesting the importance of chromosome 11 [24–29] and chromosome 13 [30–33], and a recent meta-analysis found evidence for linkage to 1, 2q, 3q, 4q, 5q, 8p and 10q [34]. We therefore believe our analysis of susceptibility has probably increased the power of linkage analysis in these data.
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Appendix

The general two-parameter standardized Box-Cox transformation of a continuous variate \( y \) is given by

\[
h(y) = \begin{cases} 
(\frac{y + \lambda_1}{\lambda_1})^{\lambda_2} - 1 & \text{if } \lambda_1 > 0 \\
y, \ln(y + \lambda_1) & \text{if } \lambda_1 = 0
\end{cases}
\]

where

\[
y_c = \left[ \prod_{i=1}^{N} (y_i + \lambda_i) \right]^{1/N}
\]

and \( N \) is the number of data values \( y \) in the dataset.

For the original trait \( x \), assume that after transformation \( y \) is normally distributed with mean \( \mu \) and variance \( \sigma^2 \). The relationship between \( y \) and \( x \) (Box-Cox transformation without inclusion of the Jacobian) is

\[
y = \begin{cases} 
(\frac{x + \lambda_1}{\lambda_1})^{\lambda_2} - 1 & \text{if } \lambda_1 > 0, \quad x + \lambda_2 \geq 0 \\
\ln(x + \lambda_1) & \text{if } \lambda_1 = 0
\end{cases}
\]

The probability density function of \( y \) is

\[
f_y(y) = \frac{1}{\sqrt{2\pi} \sigma} e^{-\frac{(y-\mu)^2}{2\sigma^2}},
\]

and the probability density function of \( x \) is

\[
f_x(x) = \frac{1}{\sqrt{2\pi} \sigma} e^{-\frac{(x-\mu)^2}{2\sigma^2}} \frac{1}{x + \lambda_1}.
\]

When performing a segregation (or commingling) analysis, we wish to avoid any transformation that introduces any spurious modes or antimodes. In order to check if the transformation might cause this in \( f_x(x) \), we deduce the location of the possible modes or antimodes of \( f_x(x) \) by setting

\[
\frac{df_x(x)}{dx} = 0,
\]

i.e. \( z^2 - (1 + \mu \lambda)z - \sigma^2 \lambda(1 - \lambda) = 0 (\lambda_1 \neq 0) \), where \( z = (x + \lambda)\lambda \). The solution for \( z \) is

\[
z = \frac{1 + \lambda \mu \pm \sqrt{(1 + \lambda \mu)^2 - 4\sigma^2 \lambda(1 - \lambda)}}{2}, \lambda_i > 0,
\]

and, in order for \( z \) to have at least one solution, we must have \( \sigma^2 \leq 1 + \mu \).

(1) If \( \lambda_1 \geq 1 \), \( z \) has one positive solution, which means the transformation does not change the number of modes (both \( f_x(x) \) and \( f_y(y) \) have one mode, no antimode).
Appendix Fig. 1. Illustration of a situation where the Box-Cox transformation changes a distribution $f_{x}(x)$ to an antimode to a unimodal $f_{y}(y)$. The distribution of $y$ is $N(0.5, 1)$, and the transformation is $y = (x^{0.5} - 1) / (0.5)$ ($\lambda_1 = 0.5, \lambda_2 = 0$).

If $\lambda_1 < 1$, $z$ has two positive solutions, which means that $f_z(x) = 0$ at

$$x_z = \left[ \frac{1 + \lambda_1 \mu \pm \sqrt{(1 + \lambda_1 \mu)^2 - 4\sigma^2 \lambda_1 (1 - \lambda_1)}}{2} \right]^{1/\lambda_1} - \lambda_1 \left( \lambda_1 < 1, x + A_1 \geq 0 \right).$$

Furthermore, when

$$-x_{\min} \leq A_1 \leq \left[ \frac{1 + \lambda_1 \mu - \sqrt{(1 + \lambda_1 \mu)^2 - 4\sigma^2 \lambda_1 (1 - \lambda_1)}}{2} \right]^{1/\lambda_1} - x_{\min} \left( \lambda_1 < 1 \right),$$

$f_{x}(x \geq 0)$ has an antimode, which means that the distribution of a trait $x$ with two suprema was transformed to have one (Appendix fig. 1). Therefore, if we want both $f_{x}(x)$ and $f_{y}(y)$ to have just one supremum, $\lambda_2$ should satisfy, when $\lambda_1 < 1$,

$$-x_{\min} \leq A_2 \leq \left[ \frac{1 + \lambda_1 \mu + \sqrt{(1 + \lambda_1 \mu)^2 - 4\sigma^2 \lambda_1 (1 - \lambda_1)}}{2} \right]^{1/\lambda_1} - x_{\min} \left( \lambda_1 < 1 \right).$$

If the trait values are all positive ($x \geq 0$), i.e. $x_{\min} = 0$, then the restriction on $\lambda_2$ when $\lambda_1 < 1$ becomes

$$-x_{\min} \leq A_2 \leq \left[ \frac{1 + \lambda_1 \mu + \sqrt{(1 + \lambda_1 \mu)^2 - 4\sigma^2 \lambda_1 (1 - \lambda_1)}}{2} \right]^{1/\lambda_1}.$$


