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Abstract
During the last few decades, much knowledge has been gained about sleep being a heterogeneous condition with several distinct sleep stages that represent fundamentally different physiological states. The same applies for the wake state which also comprises distinct global functional states (called vigilance stages). However, various terms and concepts have been introduced describing different aspects of wakefulness, and accordingly several methods of assessment exist, e.g. sleep laboratory assessments (Multiple Sleep Latency Test, Maintenance of Wakefulness Test), questionnaires (Epworth Sleepiness Scale, Karolinska Sleepiness Scale), behavioural tasks (Psychomotor Vigilance Test) or electroencephalography (EEG)-based assessments (Alpha Attenuation Test, Karolinska Drowsiness Test). Furthermore, several theoretical concepts about the regulation of sleep and wakefulness have been put forward, and physiological correlates have been identified. Most relevant for healthy functioning is the regulation of brain arousal and the adaptation of wakefulness to the environmental and situational needs so that the optimal balance between energy conservation and responsiveness can be obtained. Since one approach to the assessment of brain arousal regulation is the classification of EEG vigilance stages, a computer-based algorithm (Vigilance Algorithm Leipzig) has been introduced, allowing classification of EEG vigilance stages in EEG recordings under resting conditions. The time course of EEG vigilance stages in EEGs of 15–20 min duration allows estimation of the individual arousal regulation (hyperstable, adaptive, or unstable vigilance pattern). The vigilance model of affective disorders and attention-deficit/hyperactivity disorder links a disturbed arousal regulation to the pathogenesis of psychiatric disorders and accordingly helps to explain and possibly also predict treatment effects of pharmacological and non-pharmacological interventions for these conditions.

Beyond Sleep Disorders – Importance of Wakefulness Regulation

Sleep disturbances are a common complaint in psychiatric disorders, particularly in affective disorders. In depression, a pathological sleep pattern with prolonged sleep latencies, disturbed sleep continuity and early
awakenings is often seen, paralleled by an altered sleep architecture with decreased slow-wave sleep and increased rapid-eye-movement density in the first sleep cycle [1]. Believed to be merely a symptom of depression in the past, more recent evidence suggests a central role for disrupted sleep in the pathophysiology of depression [2]. It has been observed that sleep duration can influence mood: especially in patients with bipolar affective disorders, oversleeping leads to worsened mood while shortened sleep duration has mood-enhancing and sometimes even promanic properties [3, 4]. This paradox effect is further illustrated by the effectiveness of sleep deprivation therapy in unipolar and bipolar affective disorders, which quickly amend depressive symptomatology [5] until the next sleep is initiated. Often, depressed patients subjectively interpret their symptoms as a sign of tiredness and try to ameliorate them by seeking additional rest and sleep. However, inactivity in most cases negatively impacts mood, and some evidence exists suggesting that on the contrary behavioural activation and chronically restricting bed times might improve mood and depressive symptoms [6, 7].

Although sleep problems are a main burden of depressed patients, it would be unjustified to focus on their sleep alone, as the wake state comprises the largest part of the day. Still, terminological discrepancies and methodological pitfalls have led to a predominance of sleep-related research. Within the last centuries, sleep has been well described as a non-homogeneous state with several distinct sleep stages that can reliably be separated using objective electroencephalography (EEG)-based measurements. The wake state has often been described as ‘not sleeping’ and was not considered further. However, the wake state can also be subdivided into several substates which, just like the sleep stages, can best be classified based on specific EEG features (see below). This knowledge exists since the 1960s, when these substates were first described [8, 9]; however, this has received much less attention compared to the sleep stages.

One reason for the lesser acknowledgement of the wake stage differentiation within the research community might be that levels of wakefulness have been conceptualized independently within several research fields with specific focus, be it psychophysiology, psychology or cognitive neuroscience. Therefore, several terms and concepts have been put forward, which are in parts synonymous, contradictory or simply referring to specific aspects of wakefulness, like arousal, alertness or vigilance. Arousal can be defined as the state of physiological activation, and a generalized central nervous system or brain arousal is considered to underlie all motivated behaviour [10]. Alertness describes a state of responsiveness and watchfulness to mostly external stimuli. The term vigilance has been used with differing meanings, too [11]: originally coined to describe a state of maximal physiological efficiency [12], during which an organism is most receptive for information, the term is frequently used to describe the ability to maintain attention and alertness over long durations and has become a synonym for sustained attention in psychology. It is also used to describe the arousal level on the spectrum from sleep to wakefulness, especially to describe different states of wakefulness (vigilance levels, see below). Furthermore, several terms have been coined to describe states of reduced wakefulness (but not sleep), such as sleepiness (describing either the biological need for sleep or the subjective feeling of being in need of sleep [13]), drowsiness (a state of impaired awareness associated with a desire to sleep as concomitant phenomenon to e.g. following drug administration), tiredness (a general loss of energy resulting in most cases from physical or mental effort) or fatigue (a more specific form of tiredness, describing e.g. performance decrement after prolonged activity and physical effort or – in a clinical context – exhaustion and energy loss accompanying several chronic diseases). Accordingly, for each concept, specific assessments have been put forward (see the section Assessment of Wakefulness).

The specific function and importance of sleep for a healthy life and optimal functioning of an organism is still not fully understood. Likewise, the role of a disturbed sleep regulation and the impact of sleep disorders on overall health, well-being and functioning remain a hot research topic. However, the importance of a well-working wakefulness regulation cannot be underestimated. Life is constant interaction with the environment, and each organism needs to adapt to the environmental needs and challenges. On the one hand, it is important to adapt one’s own degree of wakefulness to the specific needs and challenges of the current environment to achieve goals and avoid harm and potential death (e.g. avoiding or coping with dangerous situations); on the other hand, it is important to actively shape or seek an environment fitting to the current amount of wakefulness (e.g. find a safe place to sleep). Accordingly, if the regulation of brain arousal is disturbed or even worse chronically altered, health, functioning and well-being are severely threatened.
Neurobiology of Sleep and Wakefulness

The most influential model on sleep-wake regulation has been the two-process model of sleep regulation [14, 15]. According to this model, the timing of sleep and wakefulness is the result of two interacting processes, a circadian process C and a homeostatic process S. The homeostatic process S is said to rise during wakefulness resulting in a growing sleep propensity, and to degrade exponentially during sleep. The circadian process C is considered to rise and decline in a periodical manner, which has been shown to follow an about 24-hour cycle, and is considered to modulate two thresholds H and L. Sleep onset should occur if during wakefulness, the growing process S reaches threshold H, whereas wake sets in after the degrading process S has reached threshold L during sleep. Inspired by the two-process model, a three-process model of alertness and sleepiness has been formulated [16–18]: in this mathematical model, process C describes sleepiness due to circadian influences and process S is an exponential function of time since awaking which is declining during wakefulness and exponentially rises during sleep. The time course of daytime alertness was simulated by complementing the interaction between processes S and C with a third component – process W or sleep inertia after waking. Inertia components (at the transition points from wake to sleep and sleep to wakefulness) have since then also been applied to the original two-process model to simulate daytime vigilance, alertness and sleepiness [19].

Furthermore, it has been suggested that solely focusing on a sleep-promoting drive is not sufficient to explain many phenomena surrounding sleep-wake regulation. Thus, a four-process model of sleep and wakefulness has been introduced [20], which postulates two mutually inhibiting drives: the sleep drive and an antagonizing wake drive. Whether a subject is asleep or awake is said to depend on the preponderance of the relative strength of the two drives, not the absolute strength of one. Both drives result from the additive effects of a primary and a secondary component, the primary one being derived from activity of neuronal groups and the secondary influenced by homeostatic aspects or behaviour (i.e. the secondary sleep drive corresponds to process S of the two-process model).

Much knowledge has been gained about the physiological correlates of the described theoretical processes [for reviews, see 21–24]. There is not one brain structure or region that is responsible for the regulation of sleep and wakefulness but several regions; almost all transmitter systems and a multitude of other neuropeptides are linked in a highly complex regulatory system. In general, there are several arousal-promoting brain centres which are highly active during wakefulness and activate the cortex. These incorporate cholinergic, noradrenergic, serotonergic, dopaminergic and histaminergic nuclei in the brain stem, the posterior hypothalamus, the basal forebrain and the relay nuclei of the thalamus. Counterparts to these arousal-promoting regions are sleep-promoting regions such as the ventrolateral pre-optic area and the median pre-optic nucleus of the pre-optic area of the hypothalamus. There are extensive connections between all these brain centres with arousal-promoting regions activating other arousal-promoting regions while inhibiting sleep-promoting areas and vice versa. Due to the mutual inhibition, the metaphor of a flip-flop switch has been proposed [24], which is switched either to sleep or wakefulness and corresponds well with the primary sleep and wake drives from the four-process model.

As predicted in the theoretical models, there are circadian and homeostatic influences on the components of the flip-flop switch. One potential physiological equivalent to the homeostatic process S has been identified in the neuromodulator adenosine, a rundown product of cellular metabolism, which is accumulated extracellularly in the basal forebrain during wakefulness and is decomposed during sleep [25]. Applications of adenosine agonists into specific brain regions cause sleep, and drugs like caffeine cause their wake-promoting effect by blocking adenosine receptors. Concerning process C, the suprachiasmatic nucleus (SCN) has been identified as the main generator of circadian rhythms, although peripheral pacemakers exist in almost every organ and tissue. Still, the SCN serves as a master clock and adjusts all circadian rhythms to an about 24-hour rhythm which is generated by feedback loops in the expression of clock genes. The SCN rhythm is entraining to the day-night cycle as light-dark information reaches the SCN via photosensitive retinal ganglion cells. However, the SCN has relatively little direct connections to either sleep or wake centres. Circadian information is transmitted by the subparaventricular zone and from there to the dorsomedial nucleus of the hypothalamus which innervates the ventrolateral pre-optic area (sleep-promoting area) and the lateral hypothalamic area (wakefulness-promoting area). This allows the sleep-wake rhythm to be coordinated with other biological rhythms and needs.

Assessment of Wakefulness

There are several available means to assess wakefulness [for reviews, see 13, 26], most of them covering specific aspects. Most easily applied are questionnaires such
as the Epworth Sleepiness Scale [27], the Stanford Sleepiness Scale [28] or the Karolinska Sleepiness Scale [29]. With the Epworth Sleepiness Scale, a subject is requested to rate the likelihood of falling asleep within 8 given situations, therefore the scale quantifies the overall amount of sleepiness and its impact on functioning within a certain period of time. Clinically, the questionnaire is mostly used as a screening instrument for excessive daytime sleepiness but cannot be used to assess the acute level of sleepiness and even less changes in wakefulness within short intervals. For these purposes, the Stanford and Karolinska Sleepiness Scales were developed which are short rating scales on which a subject is asked to rate its current level of wakefulness. This can be repeated frequently; however, answers reflect the subjective estimation of the subject which can differ from the physiological sleep propensity or level of wakefulness.

Therefore, objective assessments have been developed, the most widely used being the Multiple Sleep Latency Test (MSLT) [30] and the Maintenance of Wakefulness Test (MWT) [31]. Both are to be performed in a sleep laboratory, require a polysomnography set-up and have comparable implementation conditions (e.g. several trials repeated every 2 h). Still, they assess different aspects: the MSLT measures the propensity of falling asleep whereas the MWT measures the ability to resist falling asleep, two skills that are not necessarily associated [32]. Within the MSLT, subjects are placed in a comfortable position (lying in bed in a dark and quiet room) and are instructed to try to fall asleep. It is recorded whether or not they do so within a 15-min trial and after what amount of time (sleep onset latency). Normally, 4–5 trials are performed every 2 h. An average sleep onset latency of 10 min and more is considered as normal sleepiness while an average sleep onset latency of 5 min or less is interpreted as abnormal sleepiness. Due to its set-up and instruction, the MSLT cannot be used to assess the ability to stay awake, which may be the more relevant skill for daily functioning. For this end, the MWT is the more suitable test. Subjects are usually seated in a chair in a dark room and are instructed to stay awake during a 20- or 40-min trial, which is also repeated (normally 4 trials every 2 h).

Apart from the MSLT and MWT, other objective assessments of wakefulness and sleepiness have been introduced. One class comprises performance tests, such as the Psychomotor Vigilance Task [33]. In these tests, subjects are requested to continuously perform an easy task, and it is recorded whether or not the subject is able to successfully carry out that task, as performance decrement can be used as an indicator of sleepiness. Another group of tests is again based on electrophysiological measures. Tests like the Karolinska Drowsiness Test [29] or the Alpha Attenuation Test [34] give an estimation of the current amount of wakefulness by comparing the EEG activity between eyes open and eyes closed conditions, as EEG activity changes distinctly in both conditions with increasing sleepiness. These tests can be repeated but are not useful to continuously measure vigilance fluctuations. One approach to overcome this limitation has been the Pupillographic Sleepiness Test [35], where the diameter of the pupil is continuously monitored, as this was found to be a marker for arousal. Pupil diameter is inversely related to sleepiness and its variability over time is used as indicator for changes in the amount of wakefulness. Still, EEG recordings provide the best temporal resolution and therefore remain the gold standard to objectively assess sleep stages and should also be the method of choice to assess wakefulness fluctuations.

As mentioned above, the wake state can be subdivided into several substages that can best be assessed using EEG recordings during wakefulness. According to original conceptions by Bente [8] and Roth [9], the following EEG vigilance stages can be observed during the transition from high alertness to relaxed wakefulness to drowsiness and finally sleep onset:

- **Stage 0**: desynchronized non-alpha EEG in the absence of slow horizontal eye movements; found during an activated state (e.g. mental effort)
- **Stage A** (with substages A1, A2, A3): EEG with dominant alpha activity corresponding to relaxed wakefulness, with decreasing vigilance, slight slowing of alpha activity and shift from occipital to more anterior cortices
- **Stage B1**: non-alpha EEG with low amplitude (similar spectral composition as stage 0) but with presence of slow horizontal eye movements; drowsiness
- **Stage B2/3**: non-alpha EEG with predominant theta/delta activity, occasional occurrence of vertex waves; drowsiness and transition to sleep onset
- **Stage C**: commencing with occurrence of sleep spindles or K complexes; sleep onset

More recent studies on changes of EEG activity during the transition from active wakefulness to sleep onset endorse this classification [36–46].

Visual classification of vigilance stages in a resting EEG has been an arduous and time-consuming task comparable to the visual scoring of an overnight sleep poly-
somnography. In the absence of explicit scoring rules, the problem of inter- and intrarater reliability is even more relevant than in sleep medicine where such rules have long been established [47, 48]. Furthermore, changes in wakefulness are not as uniform as the typical changes in sleep stages, as subjects go back and forth between vigilance stages with sometimes very short-lasting switches. Consequently, a segmentation of the resting EEG into 30-second epochs as is the consensus in sleep medicine is not feasible for scoring vigilance changes in a resting EEG, where much shorter periods have to be considered. Therefore, the development of computer-assisted scoring algorithms has been essential for rejuvenating research interest in brain arousal regulation. Several algorithms have been put forward. In the following, we will focus on the Vigilance Algorithm Leipzig (VIGALL, see VIGALL manual at http://uni-leipzig.de/~vigall/).

VIGALL is an EEG- and electro-oculography-based algorithm which allows to objectively assess the level of EEG vigilance within multichannel EEG recordings, by automatically attributing one of the above-mentioned EEG vigilance within multichannel EEG recordings, by automatically attributing one of the above-mentioned vigilance stages to EEG segments of preferable 1 s of duration [49–51]. The VIGALL algorithm takes into account different frequency bands and the cortical distribution of EEG activity using EEG source localization approaches (low-resolution electromagnetic tomography, LORETA [52, 53]). Since EEG activity is characterized by high intra-individual stability and large interindividual variability, VIGALL has adaptive features concerning individual alpha peaks and amplitude levels, by automatically detecting the individual alpha frequency and power from a representative epoch of alpha activity. Some of the parameters (e.g. upper and lower border of the alpha band) and decision criteria of the VIGALL (e.g. absolute alpha power necessary to classify an A stage) are then modified accordingly. Unfortunately, VIGALL is not applicable for certain EEGs, e.g. those showing non-alpha basic rhythms (e.g. low voltage type, beta type), major modifications due to drugs (e.g. anticholinergic drugs) or diseases (e.g. severe Alzheimer’s disease) or EEGs from children under the age of 10 (or older in case of delayed maturation).

The very high temporal resolution allows investigations on how vigilance is regulated during the recording period, and this brain arousal or vigilance regulation shows considerable interindividual differences. During eyes-closed resting conditions of 15–20 min duration, most subjects show progressive declines to lower EEG vigilance stages (adaptive arousal regulation). However, while some subjects exhibit rapid declines within only a few seconds (unstable arousal regulation), others steadily remain in stages of high vigilance (hyperstable arousal regulation). Naturally, this trait is modulated by the same individual and environmental factors that also affect sleep regulation such as accumulated sleep deficits, consumption of vigilance-affecting substances (e.g. caffeine, nicotine, drugs), effort or motivation to stay awake or fall asleep, and disease-related factors. Therefore, assessment of EEG vigilance has to adjust to certain standards. EEG recordings should be performed under comparable conditions: the EEG chamber should be well ventilated, steadily temperature controlled (approx. 22–24°C), dimly lit and sound attenuated. The current degree of wakefulness should be assessed using questionnaires like the Stanford or Karolinska Sleepiness Scales, and sleep duration and quality in the preceding night should also be registered (by questionnaire or preferably objective assessments like actigraphy or polysomnography). Most important, however, would be that subjects are not to be awoken during the recording, even if they fall asleep, as would be the usual approach in so-called vigilance-controlled EEG recordings performed in quantitative EEG or event-related potential studies.

**Application of VIGALL**

The current VIGALL version (VIGALL 2.0; fig. 1) improves upon earlier versions of the algorithm which have been validated performing simultaneous EEG-functional MRI [50] as well as simultaneous EEG-PET studies [54] and by relating the vigilance stages to different behavioural and autonomic parameters [51, 55–57]. These basic research studies also imply clinical relevance given the importance of cognitive tests, MRI and PET in diagnostic procedures, where VIGALL might contribute to improve diagnostic accuracy by assessing arousal-induced error variance.

Regarding VIGALL’s application in clinical groups and for treatment response prediction, several studies have been published recently: in major depression earlier EEG studies [58, 59] as well as more recent VIGALL-based studies [60, 61] revealed that depressed patients are characterized by a hyperstable arousal regulation, i.e. they show delayed or no decline to lower EEG vigilance stages under resting conditions. In contrast, mania was characterized by rapid EEG vigilance decline under resting conditions in former EEG case reports [58, 62, 63], which was replicated in a more recent case report applying VIGALL [64]. In attention-deficit/hy-
attention deficit hyperactivity disorder (ADHD), which shows overlap with mania not only on the symptom level [65], an unstable arousal regulation has long been suggested as a patho-genetic factor [66]. Using VIGALL, further evidence for unstable arousal in ADHD has been given [67]. In accordance with the assumption of hyperarousal in obsessive-compulsive disorder, hyperstable arousal regulation was demonstrated in obsessive-compulsive disorder compared to matched controls [68]. Another field for the application of VIGALL are the many groups of patients suffering from fatigue. In this context, VIGALL could be helpful in elucidating whether the experienced fatigue is a hypo-aroused state, i.e. associated with unstable arousal regulation, or a state where patients feel exhausted due to chronic hyperarousal [69]. Olbrich et al. [70] found signs of an unstable arousal regulation in patients with cancer-related fatigue, which might explain the reported efficacy of stimulants in this condition.

The Vigilance Regulation Model of Affective Disorders and ADHD

Building on the aforementioned empirical findings, the vigilance regulation model of affective disorders and ADHD has been proposed [71]. This model assumes that behaviour can create a more or less arousing environment in an autoregulatory manner in order to increase or reduce the brain arousal level. The hyperactive, impulsive, talkative and sensation-seeking behaviour in mania and ADHD is interpreted as an autoregulatory attempt to stabilize brain arousal by boosting stimulation from the environment or the behaviour itself (e.g. by fidgeting). In the context of normal behaviour, this phenomenon can be illustrated by overtired children, who often become agitated if they do not get to bed. This assumption that behaviour can influence brain arousal levels corresponds well with the secondary wake drive as proposed in the four-process model [20].
Specifically, for mania it is suggested that in vulnerable subjects an unstable brain arousal induces excessive autoregulatory behaviour in order to stabilize arousal, which overrides the physiological tendency to seek sleep, thereby exacerbating the sleep deficits and consequently the arousal instability. A vicious circle is initiated, which then contributes to mania. Whereas in mania this unstable arousal is triggered and built up state-like within the manic episode, in ADHD the unstable arousal is supposed to be a more stable trait. This unstable arousal trait may be acquired, genetic or resulting from chronic sleep disorders. On the other hand, the hyperstable arousal regulation in depression is thought to promote withdrawal and avoidance of social interactions, loud music and other external stimulations in order to downregulate the hyperarousal.

This arousal concept and the autoregulatory function of behaviour have already been suggested earlier [8, 58], and quite similar models have been proposed concerning personality traits such as sensation seeking [72] and extraversion [73]. These personality traits were also interpreted as autoregulatory behaviour in order to achieve an optimal level of arousal, and they were associated with affective disorders and ADHD [74, 75].

In the following, lines of evidence supporting the vigilance regulation model will shortly be drafted [for more details, see 71].

Concerning depression, a hyperstable arousal regulation is well in line with inner restlessness and tension and with heightened noradrenergic and hypothalamic-pituitary-adrenal activity [76, 77]. Most intriguingly, symptoms of anhedonia and inhibition have also been suggested to be a consequence of noradrenergic hyperactivity [78, 79]. Furthermore, the tonic hyperarousal explains the pronounced insomnia in depression, including the increased sleep onset latency [80, 81]. Several arousal-reducing interventions lead to improvement in depression, such as sleep deprivation which leads to a rapid and pronounced reduction of depressive symptomatology in more than half of the patients [82], whereas recovery sleep and short naps can result in prompt return of depressive symptomatology. Drowsiness is a highly frequent side effect of antidepressants [83–86], and all standard antidepressants, and also electroconvulsive therapy, reduce the firing rate of neurons in the noradrenergic locus coeruleus [87], which plays an essential role in arousal regulation [88–90]. In this context it is of interest that also other arousal-reducing drugs, such as scopolamine and ketamine, have demonstrated antidepressant effects [91, 92]. In contrast, psychostimulants failed to show antidepressant effects in typical depression [71].

The strongest triggers of mania and/or worsening of manic symptomatology are factors associated with sleep deficits or deprivation [93–101]. Also, antidepressants, which reduce brain arousal as mentioned above, can induce a switch into mania. According to some studies, this switch risk might be higher for antidepressants, which are particularly sedating [102–105]. In contrast, stabilization of the sleep-wake rhythm is an established part in behavioural therapies for bipolar disorder [106–108], and extended bed rest is used as an add-on in the treatment of acute mania [109–111]. Furthermore, case reports show acute antimanic effects of psychostimulants [reviewed in 112]. In case of rapid response to arousal-increasing drugs, clinical improvement usually goes along with increases in brain arousal [64, 113]. Currently, a randomized placebo-controlled trial has been initiated testing acute antimanic properties of methylphenidate [114].

Concerning ADHD, lines of evidence are similar: studies applying skin conductance level, MSLT, MWT, quantitative EEG, VIGALL and Epworth Sleepiness Scale demonstrated that many ADHD patients are characterized by an unstable arousal regulation [66, 115–118]. Thus, the rapid therapeutic effects of stimulants in ADHD could be explained by their arousal-stabilizing properties. As in mania, all factors destabilizing arousal or inducing sleep deficits are reported to exaggerate ADHD, whereas interventions improving sleep quality and stabilizing arousal improve ADHD [118–121]. Furthermore, the unstable arousal regulation provides a simple explanation for the attention deficits in ADHD, e.g. in continuous performance tasks [122], but also for the presentation specifiers according to DSM-5 (and the subtypes as their antecedors in the DSM-IV-TR). In the predominantly inattentive presentation, the deficits are explained by the unstable arousal regulation. In the combined presentation, with attention deficits and hyperactivity, additional autoregulatory aspects supervene with sensation seeking and hyperactivity as an attempt to stabilize arousal. The vigilance regulation model also explains the substantially lower prevalence rates for the predominantly hyperactive-impulsive subtype whose general validity is in doubt [123, 124]: the suggested core pathogenetic factor (unstable brain arousal) leads to attention deficits, whereas hyperactivity does not represent a primary disorder per se, but an autoregulatory response, which may or may not be present.

At a first glance, the sleep onset insomnia reported for a subgroup of ADHD patients seems to be incompatible with the assumption of a chronic unstable arousal regulation in this condition. However, there are several reasons
why sleep onset insomnia might occur despite an unstable arousal regulation. First, according to the vigilance regulation model, compensatory stimulation and sensation-seeking behaviour can result in inability or reluctance to settle into sleep [125]. Secondly, following the two-process model of sleep, a circadian phase delay (process C) can inhibit sleep onset, although sleep pressure is high enough (process S): studies have shown that children and adults with ADHD have a significantly delayed sleep onset, caused by a delayed melatonin onset (process C) [126–128]. As a result, going to bed too late will further increase the unstable arousal regulation. Finally, in treated patients, it is also possible that taking a stimulant dose too close to bedtime will result in insomnia as side effect, although stimulants might also improve sleep in ADHD [125, 129].

**Conclusion**

Arousal regulation is a fundamental trait and potential endophenotype [130, 131], which, according to the proposed vigilance regulation model, not only modulates, but also triggers normal and abnormal behaviour. The newly developed and validated EEG-based algorithm VIGALL promises progress in research on confounding, modulating and moderating roles of arousal on behaviour. Available evidence points to an important role of arousal dysregulation in the aetiopathology of affective disorders and ADHD. Assessment of arousal regulation could help to define more homogeneous subgroups in these highly heterogeneous phenotypical categories, which might in turn improve drug development, differential diagnoses and aetiological research. According to the vigilance regulation model, stimulating drugs should be helpful in those ADHD and manic patients, who show the characteristic unstable arousal regulation. In depression, also for subgroups of patients (such as patients with atypical or secondary depression, or some bipolar patients), an unstable arousal regulation is hypothesized [71], whereas in the majority of patients with major depression hyperstable arousal seems to be characteristic. Currently, studies are under way, which will give first evidence whether VIGALL is able to predict the treatment response to selective serotonin reuptake inhibitors in depression and to stimulants in ADHD and mania, which might then contribute to a more personalized treatment.
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