Revisiting the Polygenic Additive Liability Model through the Example of Diabetes Mellitus
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Abstract
Most studies on multifactorial diseases are performed under the assumption of a polygenic additive liability. In particular, missing heritability and individual risk scores are estimated under this model. In this paper, we use the example of diabetes to highlight the pitfalls of relying on such a model, when there are reasons to suspect etiological heterogeneity and/or departure from the hypotheses on the environmental factor effects.

Introduction
The polygenic additive model is the cornerstone of many methods used in the study of diseases involving multiple factors, both genetic and environmental (the so-called ‘multifactorial diseases’) [1]. In this paper, we propose to revisit the theoretical foundations of this model and their implications through the example of diabetes mellitus, as it was one of the first diseases studied under this model. After a brief reminder of the hypotheses underlying the use of this model in the context of multifactorial diseases, we will discuss the first results obtained on diabetes mellitus, using this model in the light of present knowledge.

As initially proposed by Fisher [2] to explain quantitative traits, the polygenic additive model was not directly transposable to multifactorial diseases. Several authors have contributed to its extension by introducing the concept of liability and threshold to model non-Mendelian binary traits (for a review, see Fraser [1]); but it was Falconer [3] who made a decisive contribution in 1965, when he proposed to explain multifactorial diseases by an underlying liability depending on both genetic and environmental causes. In Falconer’s model, the liability is assumed to be normally distributed, with the contribution of many weak and independent genetic and environmental factors. The disease status of an individual depends on whether their liability value is below or above a given threshold (‘unaffected’ and ‘affected’, respectively). Under this model, it becomes possible to estimate disease heritability from its prevalence in the general population and in relatives of affected individuals.
As pointed out by Falconer [3], using a polygenic additive liability for a multifactorial disease implies that:

**Assumption 1:** dominance and epistasis effects are negligible in the disease etiology;

**Assumption 2:** neither a genetic nor an environmental factor makes a major contribution.

One of the first diseases on which Falconer applied his liability model was diabetes [4]. He showed that the heritability of liability to diabetes strongly decreases with age (with estimates being 70–80% for under 10-year-olds and 30–40% for over 50-year-olds). Two explanations were proposed for this observation [5]:

1. **Genetic heterogeneity:** early-onset and late-onset diabetes are distinct entities;

2. **Environmental exposure variability:** the variability of exposure to environmental factors increases with age.

In those days, the only information available to support or reject a disease model was the prevalence of this disease in the general population and among relatives of randomly sampled affected individuals from this population. The two explanations were thus tested using this information in two different datasets: in a Canadian dataset [4, 6] – for which only first-degree relatives of affected were available; the conclusions were that early-onset and late-onset diabetes were genetically different and that the group of people with ‘intermediate’ age at onset likely consisted of a mixture of the two genetic types [6]. Contrarily, using data sampled from the population in Edinburgh, UK – with different degrees of relatedness for the family members of affected individuals –, the conclusion was that early-onset and late-onset diabetes were the same genetic disease [5]. In the latter study, however, the authors were unable to explain the extent of the heritability estimated from different kinds of relatives and admitted that it raises doubts about the validity of the liability model for diabetes.

After more than four decades of studies in the field of diabetes, it is interesting to revisit the two explanations above.

**Genetic Heterogeneity in Diabetes**

In the early 1900s, the observed clinical heterogeneity of diabetes for, first, the age at onset and, later, after the discovery of insulin, for the dependence on insulin has already suggested some levels of genetic heterogeneity of diabetes (for a historical perspective, see Gale [7]). However, the prevailing view was that early- and late-onset diabetes were gradations of a same genetically determined disease process. The discovery of an association between human leukocyte antigens (HLA) and diabetes – an association that was restricted to the more severe forms of diabetes characterized by an early onset and insulin dependence – marked a real shift in paradigm. It proved that there really existed two different types of diabetes, called ‘type 1 diabetes’ (the former, insulin-dependent and HLA-associated form) and ‘type 2 diabetes’ (the latter, insulin-independent and non-HLA-associated form), respectively [8–14]. The difference between the two forms was even reinforced by the discovery of the presence of auto-antibodies in insulin-dependent patients, which showed that type 1 diabetes was also an autoimmune disease [15, 16].

Many efforts have been devoted to understand the biology of the HLA component of insulin-dependent diabetes. Some DR-DQ trans-heterodimers [17, 18] were found to play a major role with an odds ratio of 38 for their carriers [17]. However, these heterodimers did not explain the whole HLA component of the genetic susceptibility of type 1 diabetes and did not allow for a clear classification of patients [19, 20]. The HLA component of insulin-dependent diabetes is thus a good illustration of the huge gap existing between the detection of a genetic association and its biological interpretation as, after several decades of research, the mechanisms underlying HLA susceptibility still remain unclear. Moreover, it clearly challenges the second assumption underlying the polygenic additive liability model, namely the absence of any major contribution from a genetic factor.

The existence of a monogenic form of diabetes was also suspected in the 1970s (see Tattersall [21]). But it was only around 1990 that – thanks to highly polymorphic genetic markers (microsatellites) – the first mutated genes of a monogenic form of diabetes, namely Maturity-Onset Diabetes of the Young (MODY) [22], were located [23, 24]. This monogenic form – with an autosomal dominant mode of inheritance and a primary defect in pancreatic β-cell function – represents a small proportion of all diabetes, but adds to its etiological heterogeneity. Moreover, to make things more complex, MODY itself is not a single entity but presents a genetic, metabolic and clinical heterogeneity [25, 26], as more than 10 genes have been identified for MODY, with huge mutation heterogeneity.

Then came the era of genome-wide association studies (GWAS) using SNP chips and the discovery of a plethora of common SNPs associated with type 1 and type 2 diabetes. Up to now, more than 50 loci have been associated with type 1 diabetes, and twice as much with type 2 diabetes, with a very small subset of genes associated with...
both types (for recent reviews, see Prasad and Groop [27] or Yang and Chan [28]). Type 1 and type 2 diabetes are now clearly considered as different genetic entities.

However, the classification of diabetes into two main forms, type 1 and type 2, remains questionable [29–33]. In particular, for type 2 diabetes, the recurrence risk for siblings of obese index cases is similar to the risk for obese individuals in the general population; while for siblings of non-obese index cases, the risk is three times that of the non-obese general population [29, 30]. Besides, the existence of patients who are clinically in the borderland between type 1 and type 2 diabetes – referred to as latent autoimmune diabetes in adults (LADA) [31] – questions the usual classification criteria (age at onset, the presence of auto-antibodies and required insulin therapy) [32–34].

Environmental Exposure Variability in Diabetes

Apart from questioning the genetic homogeneity of type 1 and type 2 diabetes, one should also reconsider the strong assumption made in the liability model of a random exposure to normally distributed environmental factors. As shown by Benchek and Morris [35], deviation from this assumption can lead to meaningless heritability estimates.

For type 1 diabetes, the steep rise in the incidence rate in the second part of the 20th century – and especially in the age group under 5 years old – suggests that a strong change in environmental exposure occurred during this period and that initiating factors are probably present in early childhood [36–39]. However, it is still unknown how widespread and random this initial exposure is [39]. Contrarily to type 1 diabetes, there are many observations on environmental factors involved in type 2 diabetes, which clearly violate the basic assumption of the polygenic liability model.

First, there clearly are some environmental factors with major effects. Not only has the impact of diet and physical activity on type 2 diabetes – and strongly related to this, a person’s BMI – been known for a long time [40–43], but there is growing evidence of a relationship between gene expression and dietary fat [44] as well as a role of microbiota in diabetes [45]. The global prevalence of diabetes among adults (people over 18 years of age) has risen from 4.7% in 1980 to 8.5% in 2014 [46]. The rising prevalence of both obesity and diabetes is a consequence of increased sedentary lifestyles and a higher energy density of diets [47–49]. Weight loss by appropriate diets and physical activity are driving the guidelines of prevention, and adherence to these guidelines shows effectiveness by reducing the incidence rate of type 2 diabetes [50–52].

Second, the assumption of non-random exposure is undermined by results obtained through data collected from 1976 to 1991 on over 150,000 individuals from 75 communities in 32 countries, which clearly show that the increase in type 2 diabetes cases affects some parts of the world more than others. Lower-income groups in industrialized countries now face the greatest risk [53, 54].

Third, there is a strong suspicion that gene-environment interactions, while difficult to evidence, play an important role. An interaction has been shown between certain genotypes and lifestyle, with an attenuation of the adverse effect with higher physical activity levels or, conversely, an increase with low physical activity and Western diet [55–57]. In particular, the PPAR-gamma genotype is an important factor in response to dietary fat [58–60].

Last, the assumption of an independent transmission of genetic and environmental factors does not hold. Diet is clearly a non-genetic cause of risk resemblance between relatives and cannot be distinguished from genetic transmission in the polygenic liability model. Moreover, there is growing evidence that imprinting [61, 62] but also other epigenetic mechanisms, such as in utero gene promoter methylation [63, 64], play an important role in diabetes and diabetes-related phenotypes [65].

Discussion

The etiological heterogeneity of diabetes and the difficulty to correctly account for the change and high impact of environmental factors clearly challenge the use of a polygenic additive liability model. Actually, it is indeed reasonable to admit that – for diabetes as well as for any multifactorial disease – we still do not know how many genetic risk factors are involved and how these factors interact with each other as well as with the environment.

It is sometimes argued that considering a simplified model, even though incorrect, can be useful. This is true … but only as long as (1) one does not rely on this model to perform estimations which are model dependent and (2) it does not prevent understanding the physiopathology.

The problem of using the polygenic additive model for estimating heritability of multifactorial diseases from familial data has an even greater deleterious impact when estimating missing heritability or individual risk scores through genomic data. This leads to an epidemic of the
GIGO syndrome among geneticists [66]. Indeed, these meaningless estimations as well as their frequent misinterpretation are often brought forward to justify the search for other genetic factors through GWAS. Unfortunately, this is to the detriment of alternative strategies allowing the detection of gene × gene and gene × environment interactions, non-random effects of environmental factors and complex genetic effects underlying the already detected SNP associations. Yet, these alternative strategies are of primary importance if our aim is to achieve a better understanding of the genetic mechanisms underlying the observed phenomena rather than to explain phenotypic variance in populations.

Indeed, in our view, the main purpose of the genetic study of multifactorial diseases is to understand the etiology of the disease with the hope that this understanding will contribute to a better disease control and prevention. Such an objective is shunted around when assuming that all complex and heterogeneous pathological processes can be summarized by a single simplistic model.

This reductionist view has also led to the widespread belief that any SNP association can be explained by a single nucleotide change in a gene involved in the disease process (‘a causal SNP’). The functional variation underlying the observed association at a SNP, however, is likely to be more complex, as has already been well illustrated for type 1 diabetes by its HLA component. HLA is not the exception, and complex biological mechanisms, which cannot be summarized by the effects of a single allele, are also expected to play a role in diabetes in the insulin gene, where a Variable Number Tandem Repeat (VNTR) located in the insulin gene promoter is probably the main player [67, 68], or in the CTLA4 gene, where gene–gene interactions have been described in a mouse model [69].

The problem of describing a genetic effect by a single SNP could also be questioned for IL2RA [70] and PTPN22 [71], given that this simple explanation was rejected for other auto-immune diseases. Two SNPs for IL2RA and three for PTPN22 are necessary to explain the data on multiple sclerosis [72] and on rheumatoid arthritis (RA) [73], respectively. Moreover, RA data provide evidence for an interaction between different PTPN22 polymorphisms [73]. As a consequence, RA risk estimates based only on the PTPN22 R620W missense variant [74] lead to misclassifying the PTPN22 genotypes in terms of risk for RA. This advance in the modeling of these susceptibility genes became possible by the information available on large samples of affected sib pairs.

Unfortunately, the focus on the detection of genetic factors and the prevailing use of GWAS for such a detection have led to the naïve idea that family data are no longer useful. This idea is wrong. Linkage and association studies can, in fact, be complementary approaches as exemplified by the crucial information for modeling gene effects provided by the stratification of affected sib pairs on the different risk genotypes [75, 76].

Bypassing the modeling step and sticking with the single information of allelic SNP data in huge samples of patients and controls comfort the idea that a polygenic additive model adequately fits the observed data. In fact, association information alone is quite poor for facing the etiological heterogeneity and for understanding the genetic architecture of multifactorial diseases [77, 78]. Modeling the individual effect of genes involved in disease susceptibility may improve the power for testing gene × gene interaction. It will be, for example, interesting to reconsider the observation that the relative risk for type 1 diabetes conferred by PTPN22 is stronger in the lower-risk HLA categories than in the high-risk HLA category [79].

One cannot deny that gene identification through GWAS brought advances in the study of the different types of diabetes. However, even if for type 1 diabetes the involvement of the immune system and β cells was comforted by the long list of identified genes [19], the biological interpretation of most genes associated with type 2 diabetes remains unclear [27]. More generally, the move from a candidate gene strategy to a more agnostic association search using genome-wide SNPs has clearly been successful at reporting novel associations, but less successful at bringing biological interpretation. We believe that the time has come to shift from the exclusive use of the polygenic additive model paradigm and to give room to more biologically driven models of diseases supported by the physiopathology and genetic knowledge specific to diseases.

We took the example of diabetes to question the assumption of an additive polygenic underlying liability to multifactorial disease. For Falconer [4], the use of the model for diabetes was more justified than for any other multifactorial disease: ‘The concept of the underlying variability – the liability – is more clearly valid than for probably any other disease. Since the blood glucose level forms the basis of diagnosis this measurement must be closely correlated with liability’. However, Falconer himself was fully aware that heritability estimates provided by his model should not be used for making any inference on the genetic mechanisms underlying phenotypic expression and, after him, several authors have acknowledged the fact that there was a need to go beyond the
polygenic additive model – in order to better understand the genetic architecture of complex traits. Rather than paraphrasing them, we will close this paper by some of their most illustrative quotes:

Falconer [3]: ‘heritability is a way of expressing phenotypic correlation between relatives but in no way a measure of genetic causation of the disease’.

Gibson and co-workers [80]: ‘I think the missing heritability problem is overblown, and the focus on hits that are significant genome-wide is distracting attention from more general concerns over the ability of genome-wide association (GWA) studies to fully describe the architecture of phenotypic variation. A lot of the confusion may arise because heritability seems often to be equated with genetic contributions’.

Lewontin [81]: ‘the misunderstanding about the relationship between heritability and phenotypic plasticity […] arises from the entire system of analysis of causes through linear models, embodied in the analysis of variance and covariance and in path analysis’.

Kempthorne [82]: ‘The theory of correlation between relatives has been of vast importance in plant and animal breeding because it is possible to design and carry out experiments to estimate variance components in expressions for covariances between relatives. However, data on humans is observational and individuals are not randomly assigned to environments, so that estimation of heritability from such data is not on the same firm foundation as it is in plant and animal breeding contexts’.

Nelson et al. [83]: ‘Geneticists have for many years been aware that this model is a simplification that does not accurately reflect the true nature of biological systems. However, because the research and commercial applications that adhered to this theory have remained productive despite this, no major efforts have been made to explore more biologically connected alternatives’.
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