Is Explanation a Marketing Problem? The Quest for Trust in Artificial Intelligence and Two Conflicting Solutions
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Over the last decades, artificial intelligence (AI) has become more and more a part of our life, from personal to professional contexts. In the context of care, AI acts as a decision support tool which provides information not achievable by human ability alone [1–3]. Software based on machine learning, deep learning, or decision trees could analyze large amounts of patient data to identify patterns that lead to the identification of diagnosis or treatment. AI testing in a number of medical fields has led to impressive and encouraging results but its clinical value has still to be understood completely [4]. This requires not only to test AI effectiveness as a diagnostic support tool in healthcare context, but also to consider the possible consequences of its implementation in the clinical context.

For instance, while some healthcare professionals declare a notable enthusiasm about the implementation of new technologies, using such tools in everyday clinical practice is another story. Health professionals should continually take important decisions affecting patients’ life or death as well as deal with patients’ sensitive situations involving complex emotions [5–7] and are also exposed to an increasing risk of controversies and legal actions. Such risk may influence doctors’ attitude and their clinical practice [8–10] so that trusting a medical device to take decisions that could affect patients’ lives as well as one’s own career is no smooth process.

A crucial issue is that a typical AI software operates as a “black box” providing data without a detailed explanation of the machine learning process that has led to results [11, 12]; also, despite the fact that AIs are becoming more and more able to analyze multiple and various kinds of data (e.g., natural language), health professionals could not be sure whether AIs are capable of detecting any kind of meaningful or confounding information (e.g., lying in consultation and clinical tests) [13]. On a practical note, we could not expect healthcare professionals to become experts in AI engineering and informatics. Yet, they deserve to be put in the condition of effortlessly using these devices, without worrying for mistakes [14]. One possible solution is XAI – or eXplainable Artificial Intelligence – a subdiscipline focused on teaching AIs how to explain their own outcomes and processes in an intelligible way to decision makers that are supposed to benefit from AIs’ assistance [11]. Relevant to this aim is the realization that XAI is not a technical issue but a problem for the social sciences [15, 16], because building useful explanations within AI capabilities requires understanding how hu-
man professionals think and take decisions in the social context. In other words, the first option towards an evolution of technology is that AI becomes able to “talk human language” and adapt to the real-world contexts of use. Diversely, the alternative option consists in modifying users instead of the tool.

While participating in some conferences on AI and machine learning in healthcare, the authors of the present contribution noticed one specific reaction among some professionals (both engineers and doctors) regarding the trust and adoption issue, which could be summarized in one sentence: “Indeed everyday all of us use technologies we do not know how they work; it is normal. We just have to get used to them!” This is certainly true. Donald Norman, famous psychologist, engineer, and among the founders of the Usability field, demonstrated that users form their own representation of how a given technology works [17] entirely based on the interface – the part of the technology they could actually see and interact with. Thus, users’ representation of technology has nothing to do with the designer or engineer’s representation, which takes into account hardware or technical functioning and basically corresponds to how the device actually works. Thus, to design technologies that are easy to use, one should not teach common users how technologies actually work; rather, it is important to design interfaces taking into account the way users naturally think and act. In any case, it is true that humans learn to use tools independently of understanding how they actually work, and we could probably track back this attitude to the oldest tools, such as bow and arrow.

If it is natural to use technologies without understanding them, then trust and explanation are a problem for marketing and communication: enterprises designing and selling AI should just exploit persuasion techniques to reassure doctors about the reliability and trustworthiness of their products. Marketing psychology and captology (i.e., the discipline studying persuasion by technologies [18]) could give useful hints to this aim. For example, AI developers could (1) make AI devices and interfaces interesting, involving, and mildly challenging: a fluent and engaging interaction is pleasant per se, reducing critical thinking on the activity to be pursued [19, 20]; (2) give AIs a positive visual appealing with nice and pleasant features, especially on the graphics side: for example, personalization options and the inclusion of human-like virtual characters may improve trust and reduce risk of abandonment [21, 22]; (3) employ reputation and authority heuristic: it is known that people consistently rely on others to make decisions about trustworthiness or credibility of a source [23]; on this basis, having testimonials recognized as experts in the medical field would help AIs to be accepted by other professionals.

Marketing experts could certainly come up with additional useful strategies to promote AI usage, but is this really a solution? And if it is, is this the solution we should hope for?

Especially in the context of care, the usage of technologies without a detailed understanding of the machine learning process that leads to clinical outcomes can determine some obstacles to professional practice: (1) Employing the marketing strategy would promote a medical/technological culture according to which the best tools are those you can use without asking questions; in other words, reducing doctors’ critical thinking on the resources they use on a daily basis. Secondarily, the promotion of a medical culture in which technologies can be used as “black boxes” can lead to overconfidence in doctors (i.e., relying on technology for tasks other than those it was originally designed to perform) and to deskilling (i.e., reducing user’s abilities because activities can now be performed by machines; [24, 25]). In such a scenario, doctors would not be able to intervene effectively when AI does not work or is under maintenance.

(2) Despite the fact that AI software uses a large amount of patient data to identify patterns that lead to the identification of diagnosis or treatment, errors may still be made (e.g., miscalculations, inaccuracies, misinterpretations, overestimations, underestimations…). Doctors who use AI despite the fact that they are “black boxes” could find themselves in severe difficulties in understanding and justifying those errors and so, to defend themselves from possible legal actions or disciplinary measures.

(3) A limited understanding of how the AI arrived at conclusions (especially unexpected or counterintuitive ones) may result in healthcare professionals having a partial understanding of the diagnosis as a whole, with enhanced difficulty to explain it to patients and caregivers in the context of a collaborative approach and shared decision-making. In the long run, this could impact treatment efficacy and also the credibility of the professional and of the entire healthcare organization involved.

Generally, we can say that using medical devices (AI or not) without having a clear understanding of their contribution to practice means deceiving the patient, who trusts the medical expert and his or her professional choices. However, reducing trust to a matter of persuasion and communication-marketing would mean deceiv-
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Future research, development, and implementation of AI for medical practice should take into account the risks inherent in the choice outlined here. Despite the fact that developing AI able to explain its own processing (so, able to effectively collaborate with human doctors) is the hard way, it is also the option that points towards authentic empowerment of healthcare, because health professionals are then able to use their tools with awareness. Furthermore, AI for healthcare development should not forget patients and caregivers, namely the ultimate beneficiaries, so that AI too can be used not as a mere device but (through proper explanation in the collaborative decision-making) a tool for patient engagement in their own healthcare journey [26–28].

On the one hand, XAI researchers should probably give more and more importance to the real-life contexts of AI utilization, to design interface devices based on awareness of professionals’ knowledge, needs, and abilities; on the other hand, the formation of future doctors should continue to cultivate health professionals’ critical thinking to face the risks of overconfidence and deskilling. In this scenario, as envisioned by recent treatises on the topic [29, 30], it would be possible that AI becomes not only a resource to improve diagnosis and treatment identification, but a technology that helps doctors to recover the “time lost” in technical tasks. Such time could be given back to medical consultation, so as to improve active listening, shared decision-making, and a truly patient-centered approach to medical practice.
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